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State of the journey

Average effects Heterogeneous effects

Can we find the specification
in a data-driven way?
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Double Selection
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Can we relax linearity?
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Double ML Partially Linear

Can we relax effect homogeneity?

Double ML AIPW Policy learning

Last week we uncovered policy learning in the familiar context with historic data




Plan of this morning

How to use Causal ML for decision making (policy recommendation) if we can
sequentially choose the treatment?



Online policy learning (bandits)




A dynamic setting

Our policy learning lived so far in the familiar world where we evaluate historic
data and derive policy recommendations for the future (offline policy learning)

So-called online policy learning lives in a different setting

Instead of learning policies after treatment assignments took place, we learn
what works while assigning treatments

This involves algorithms that are able to actively interact/experiment with their
environment

For me this is the first method we cover that might deserve the Al label



Tech companies vs. social science

Amazon, Facebook, Google, Spotify, ... use online PL to figure out which ads,
playlists or other features of the user experience maximize their returns

Several features of their setting are excellent for online learning:

- Millions of users per day
- Real time data
- Real time outcomes (did the user click or not?)

These features are rarely present in social sciences and the literature of adapting
the methods to productive use for us is in the beginning

Still (or for this reason) | would like to give you the idea behind these methods

Let's look at the intuition from the nice illustration in


https://www.gsb.stanford.edu/faculty-research/publications/practitioners-guide-designing-adaptive-experiments
https://www.gsb.stanford.edu/faculty-research/publications/practitioners-guide-designing-adaptive-experiments

Multi-armed bandits - visual (1/4)

Figure 1
Experiment Setup
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Multi-armed bandits - visual (2/4)

Figure 2
Mlustration of Nonadaptive Experiment Results

Final Results (n=100)
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Figure 3

Ilustration of an Adaptive Experiment
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Multi-armed bandits - visual (4/4)

Figure 4
Nlustrative Adaptive Experiment Result

Final Results (n=100)
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Multi-armed bandits - formal

Multiple treatments W € {0, ..., T} (same framework as at the end of last week)
But units i = 0,..., N arrive sequentially to be assigned to treatment
Question: Which treatment to assign to unit i + 1? (no covariates for now)
Optimal treatment would be to assign those with largest average potential
outcome vy := E[Y(w)] = =7, := arg max,, E[Y(w)] = arg max,, yw
Goal: Minimize regret for all units min 3 Y=;(E[Y;(7F)] — E[Y;(W;)])

S~ S~—~—

optimal actual

Remark: The name is derived from the problem gamblers face when deciding
which of the one-armed bandits in the casino to play ( )


https://www.youtube.com/watch?v=bkw6hWvh_3k&ab_channel=AcademicGamer

Two conflicting goals

We start out with randomly assigning each treatment

But if every treatment was assigned at least twice (i.e. we can estimate a
variance), we have the chance to balance two conflicting dimensions:

- Exploration: we can assign units to treatments that we are uncertain about
= use unit i + 1to explore what works best (reduce uncertainty)

- Exploitation: we can likely decrease regret by assigning unit i + 1to the
treatment that is currently viewed as the best = exploit what we know so far
in an optimistic way
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Two common strategies

Denote by 4;,, the estimated average PO using all units until i, by 67 , the variance
of this estimate, and by a > 0 an appropriately chosen constant

UPPER CONFIDENCE BouND (UCB) method: Calculate a confidence interval with
critical value « and choose the treatment with highest upper confidence bound

Wity = argmax(¥;w + b ) (1)
w

Thompson sampling~ Draw for each treatment from a normal distribution
Fiw ~ N(Fi, o a ,,) and pick the one with the highest draw

Wit = arg max¥; (2)
w

i



Illustration UCB

UCB Sampling of treatment for unit 5
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Illustration UCB

UCB Sampling of treatment for unit 6
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Illustration UCB

UCB Sampling of treatment for unit 7
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Illustration UCB

UCB Sampling of treatment for unit 8
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Illustration UCB

UCB Sampling of treatment for unit 9
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Illustration UCB

UCB Sampling of treatment for unit 10
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Illustration UCB

UCB Sampling of treatment for unit 20
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Illustration UCB

UCB Sampling of treatment for unit 50
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Illustration UCB

UCB Sampling of treatment for unit 100
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[llustration Thompson sampling

Thompson Sampling for unit 5
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[llustration Thompson sampling

Thompson Sampling for unit 6
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[llustration Thompson sampling

Thompson Sampling for unit 7
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[llustration Thompson sampling

Thompson Sampling for unit 8
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[llustration Thompson sampling

Thompson Sampling for unit 9
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[llustration Thompson sampling

Thompson Sampling for unit 10
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[llustration Thompson sampling

Thompson Sampling for unit 20
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[llustration Thompson sampling

Thompson Sampling for unit 50
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[llustration Thompson sampling

Thompson Sampling for unit 100

Estimate / Normal Distribution
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Some comments

As the number of units increases and thus variance decreases, both methods
assign more often the good treatments and ignore the bad ones

Assignment of treatments is not related to potential outcomes = no
identification issues

Larger o means more exploration and less exploitation (lower risk of missing a
good treatment by chance), @ — oo resembles classic RCT

Contextual bandits use "context” information X and the CAPO instead of average
PO for assignment (see e.g )

Many open questions regarding implementation in social science context (only
few exploratory studies) = exciting area for research

30


https://doi.org/10.1609/aaai.v33i01.33013445

Simulation notebook: Multi-armed bandit


https://mcknaus.github.io/assets/notebooks/SNB/SNB_Bandits.nb.html

Further material on bandits

Introduction videos: , , )
More technical treatments: ,

Applications: ,
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https://www.youtube.com/watch?v=e3L4VocZnnQ&ab_channel=ritvikmath
https://www.youtube.com/watch?v=FgmMK6RPU1c&ab_channel=ritvikmath
https://www.youtube.com/watch?v=Zgwfw3bzSmQ&ab_channel=ritvikmath
https://www.youtube.com/playlist?list=PLzvYlJMoZ02Dxtwe-MmH4nOB5jYlMGBjr
https://maxkasy.github.io/home/files/teaching/ML_Oxford_2023/bandit_problems_slides.pdf
https://arxiv.org/abs/1904.07272
https://arxiv.org/abs/1904.07272
https://www.nature.com/articles/s41586-021-04014-z
https://maxkasy.github.io/home/files/papers/RefugeesWork.pdf
https://maxkasy.github.io/home/files/papers/RefugeesWork.pdf
https://arxiv.org/abs/2211.12004
https://www.gsb.stanford.edu/faculty-research/centers-initiatives/sil/research/bandit-experiment-application
https://www.gsb.stanford.edu/faculty-research/publications/practitioners-guide-designing-adaptive-experiments

End of the journey

Average effects Heterogeneous effects

Can we find the specification

in a data-driven way? Causal Forest

Double Selection

Can we relax linearity?

DR-learner

Double ML Partially Linear

Can we relax effect homogeneity?

Double ML AIPW Policy learning

I

Congrats! &8
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Wrapping-up




Lessons learned (on a high level)

- Naive integration of ML in causal analysis can go wrong
- We have to think about our target parameter

- We should target the underlying objective function, e.g. #CATEvSPL

- If we know what we want to do, we can leverage the power of ML ...

- ... to make our lives easier (outsource what the machine can do better)
- ... to get more out of the same data #nonparametricGATE #policylearning

= More time to think about the important stuff (identification, interpretation, ...)

= More fun in the estimation part (tuning a ML models is much more fun than
specifying models yourself + (arguably) better science, at least for me)

BUT also no silver bullet: Methods help with estimation, not with identification

33



Key concepts

We have learned several key concepts for Causal ML:

- Nuisance parameters: Parameters (so far CEFs of observed variables) that are
not of interest per se but help us to get our hands on the target parameter

- Neyman-orthogonal scores: Smart combination of multiple nuisance
parameters such that these can be estimated using supervised ML (if
high-quality and cross-fit)

- Pseudo-outcomes: May be used as outcomes (unbiased signals) in standard
regressions to model/validate inherently unobservable causal quantities

- Modified splitting criteria: Teach regression trees and forests to model
inherently unobservable causal quantities

34



That's it from my side

| hope this course was a nice add-on to the more classic econometrics courses

We are still at the beginning of understanding the fruitful integration of ML into
economics/econometrics

However, the concepts you learned in this course should enable you to digest
future developments in causal ML for policy evaluation/recommendation

The literature is currently exploding, so there are a lot of smaller and bigger
topics to work on

35



More free resources - collections
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https://sites.google.com/view/dariosansone/resources/machine-learning?authuser=0
https://d2cml-ai.github.io/d2cml.ai/
https://christinecai.github.io/items/PublicGoods.html
https://github.com/jvpoulos/causal-ml

More free resources - single resources

Loosely ordered from introductory to advanced:
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https://www.gsb.stanford.edu/faculty-research/centers-initiatives/sil/research/methods/ai-machine-learning/short-course
https://grf-labs.github.io/grf/index.html
https://docs.doubleml.org/stable/guide/guide.html
https://bookdown.org/stanfordgsbsilab/ml-ci-tutorial/
https://matheusfacure.github.io/python-causality-handbook/landing-page.html
https://web.stanford.edu/~swager/stats361.pdf
https://drive.google.com/file/d/1L_iervUBKj3RsXHLEGOtAFlyHEHpmyT4/view

Ceterum censeo a fancy method alone is not a credible
identification strategy
= separate identification and estimation
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