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Unstructured Data and Unsupervised Learning

- We have, so far, discussed ML in the context of two assumptions:
1. Our data was a relatively well-defined (feature matrix X and outcome y )
2. We had an outcome (y ) to go with each set of predictors

- Today we’ll talk about settings where these are relaxed

- Data that is
- unstructured (e.g. some data X that we need to turn into a matrix X )
- unlabeled (no outcome y defined)

- The key challenge with this literature is keeping eye on the prize:
- Our goal is to answer economic questions
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Huge space of tools

Unsupervised ML Tools
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Huge space of tools

Unsupervised ML ToolsEconomic Questions

How big is this intersection?
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Some high level notation
- Consider a data object X which is complex and challenging to describe

- A set of firms or products with various characteristics
- The collection of news articles over time
- Evaluations of banks’ health
- A set of congressional speeches
- Etc.

- First step in the process is a mapping, ψ(X ) → X
- This typically involves some sort of quantification
- This also include the construction or addition of a label, y that goes along with the data

- This will give the data a supervised ML structure
- This object will likely be very high dimensional! (e.g. dim(Xi ) > observations)

- Next step in the process: constructing economic masures or features from X
- Calculating “interesting” subdimensions of X (summarization )
- Projecting labels y onto dimensions of X
- Projecting units into new dimensions based on X (e.g. relative distance metrics)

- Will provide examples for each case...
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Today’s Class

- A overview of two different examples / applications where unusual
unstructured data was used

- An brief dive into one particular unsupervised ML technique, Latent Dirichlet
Allocation (LDA)

- Commonly used in text data (things with counts)

- Goal: highlight that these techniques can be very powerful at unlocking new
measures

- But they require extremely judicious selection of applications / approaches

- What I want you to avoid is a common situation (that I have been in):
- “Amazing data in search of a question” (a real quote from one of my advisors)
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Example 1: Gentzkow and Shapiro (2010)
- How do we evaluate the “slant” of a

newspaper?
- Subjective: go through and label

yourself (or get others)

- X is the “newspaper” and “politics”
- X is now two sets of data:
- X1 - text from newspapers
- X2 - text from congressional speakers
- Y2 - labels of political party

- How are X1 and X2 constructed?
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Aside on quantifying text data
- Given a corpus of text, this unstructured data can be made structured in a number of

ways
- Corpus: a collection of written texts

- Simplest: bag of single words
- E.g. a sentence is converted into counts
- “the branch of knowledge concerned with the production, consumption, and transfer of

wealth.”
- becomes [2,2,1,1,1,1,1,1,1,1,1] for [”of”,”the”,”and”,”branch”,”concerned”,”consumption”

”knowledge”,”production”, ”transfer”,”wealth”,”with”]
- We would also have a lot of zeros for all the words we don’t use!

- Sparse matrices

- Can consider bigrams, trigrams, etc.
- The issue is that dimensionality blows up
- Why would be do bigrams? More specific meaning

- Note that there is tremendous resolution to the data that is lost by doing this! We lose
the structure of the data, etc.
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Losing information with bag of words
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Example 1: Gentzkow and Shapiro (2010)

- How are X1 and X2 constructed?
- G&S focus on highly split phrases

(bigrams and trigrams) in X2
- The focus is then on this set of words

in X1 and X2
- Note that y2 is not used to sign things!

- Then, a supervised measure is used to
construct a mapping: y2 = f (X2) and
then applied to X1 to construct ŷ1
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Example 2: Bandiera et al. (2017)
- In this example, X are CEO behavior at

firms
- Data is converted to X using diaries of

activity which are “coded” using
surveys

- “Data on 42,233 activities of different
duration, equivalent to 225,721
15-minute blocks, 90% of which cover
work activities”

- This high dimensional object is then
converted into a lower dimensional θ,
which is then correlated with firm
outcomes

- The move to θ is doing dimension
reduction!

- So how do they do it? LDA
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What is LDA? Latent Dirichlet Allocation
- Originally described by Blei, Ng and

Jordan (2003), LDA is a generative
model of how a matrix of count
variables, X , of dimension n × p is made

- p is the number of potential words (or
bigrams), n is the number of documents
(e.g. CEO surveys)

- LDA is, in essence, a structured mixture
model

- Uses a Hierarchical Bayesian structure
(recall our lecture!)

- The structure provides a way to inform
structure by shrinking across

- Assume an “unobserved” dimensionality
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What is LDA? Latent Dirichlet Allocation

- Simple example from Bandiera et al.:
there are two types (e.g. unobserved
dimension of 2)

- All CEOs are drawn from one of two
types

- Consequentially, LDA model will
estimate:

- For a given CEO, what is the probability
that they are type 1 or type 2 (0 or 1)

- For each type, what is the relative
distribution of each activity
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What is LDA? Latent Dirichlet Allocation

- Output of this model gives a number of
pieces: for each CEO, we have an
measure of how much they are each
type

- For each activity, we know how much
they reflect each “type”

- For Bandiera et al., they use the type
measure (θ), as an index
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The issues or challenges with LDA

- What do the types even mean?
- E.g. what is type 1? What is type 2?

- Why is 2 the right number?
- Consider the analogy to Principal Component Analysis
- Dimension choice can be done using maximum Bayes Factor (see Bybee et al. (2020))

- There are a number of ways to diagnose the types:
- Correlate them with some other label from outside the data
- Subjectively label them by examining the β frequencies for each document

- E.g. if one type puts a lot on one type of activity, you could construct a name for it
- This is just correlating using the human mind
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The issues or challenges with LDA
- This model is Bayesian, and uses priors

to initialize the model

- It turns out that the parameters of the
model are unidentified, generically

- The joint probability of the corpus from
model is given by P = BΘ, where B is
the matrix of β (p × K ), and Θ is K × n

- Concretely, imagine p = 1,andK = 2

- The priors are necessary for estimation!
- As a result, choice of prior can move

your results
- Many empiricists might feel

uncomfortable with this
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Example 3: TFIDF + Cosine Similarity
- Define a concept called TFIDF:

term-frequency inverse document
frequency

TFpw =
cpw

∑k cpk
(1)

which is the frequency that word w
shows up in document p relative to the
other words.

- Define IDFw as

IDFw = log

(
d

dwith word w

)
(2)

- TFIDFpw is the product of those two.
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Example 3: TFIDF + Cosine Similarity

- This paper constructs BIDF, which is a
backwards looking version of IDF:

IDFwp = log

(
patents priors to p

1+ patents prior to p that include w

)
(3)

- Finally, they look at the cosine distance
between these TFBIDF for a given
patent.

- They can identify “new” patents using
this!
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My Main takeaway

- This is a really powerful way to take new data and apply to problems

- However, really easy to parse and summarize data without a good economic question
in mind

- Still need exogeneous variation and an economic question!

- Without a research design in mind, it becomes very hard to describe “why” you’re
doing something.

- Personal expereince with my own work

- Thoughts?
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