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Abstract

This paper analyses and estimates optimized simple and implementable liquidity and
interest rates rules that maximize welfare. We employ a DSGE model, estimated for the
Euro Area, with financial frictions on the supply and demand side of credit where liquidity
provision could be welfare reducing due to the existence of the risk-taking channel. We
show that our estimated Taylor-type liquidity rule linked to output, inflation and spreads
increases welfare, eliminates the contractionary effects and stimulates the macroeconomy
in contrast to a simple liquidity rule. Furthermore, we estimate an optimized monetary
rule that is also linked to spreads. Our findings suggest that introducing liquidity provision
policy alongside the standard monetary rule is welfare enhancing.
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1 Introduction

Since the onset of the Great Recession, and also during the times of the recent COVID-

19 pandemic, central banks in the US and the Euro area have employed a number of

non-standard monetary policy tools. The extension of existing reverse operations under

longer maturities and the asset purchase programs were the most popular among those

tools. In this paper we focus on the liquidity provisions, a scheme intensively used by

the European Central Bank; in the ECB’s jargon: the Long Term Refinancing Operations

(LTROs). Although the key scope of these direct funding programs was the stabilization

of economic activity through a credit expansion, the existence of the risk-taking channel

could make liquidity provision in turbulent times contractionary and reduce welfare.1 We

explore a simple and implementable liquidity rule that responds to output, inflation and

credit spread changes. We estimate a model with financial frictions on the supply and

demand side of credit with Euro Area data and find that our liquidity rule maximizes

welfare, eliminates the potential contractionary effects of the liquidity injections and is

stimulative for the macroeconomy.

This study introduces agency problems associated with financial intermediation in an

otherwise standard business cycles model and estimates the model for the Euro Area. A

modelling framework is presented where banks are able to receive emergency liquidity funds

from the central bank. By combining Gertler and Kiyotaki (2010) with Bernanke, Gertler,

and Gilchrist (1999) (henceforth GK and BGG respectively) a setting is developed where

the financial frictions on the supply and demand side of credit have different impact on the

macroeconomy. Our framework identifies the two opposing forces after a liquidity injection.

We frame liquidity injections similarly to the liquidity facilities introduced by GK. In our

model, liquidity loosens the GK banks’ friction and stimulates the macroeconomy after

a negative shock. Concurrently, due to the BGG friction more liquidity and thus more

credit to the real economy leads to more loans to be repaid by the firms. Due to the

contractionary effects of the shock, some firms have low net worth and are unable to pay

back their loans. This increases the firms’ default rate and leads to welfare contraction.

When the latter effect originating from the BGG friction is stronger than the loosening of

the financial constraint, we could have a contraction after a liquidity injection.

We introduce and analyse a liquidity and a monetary rule that are welfare maximizing

and bypass the potentially negative effects of the BGG friction. Our framework assumes

that both rules can respond to deviations in output, inflation and the lending spread from

their steady state equilibrium. Our specification then is similar to a conventional Taylor

monetary rule assumed in New Keynesian models. In our estimated model we find the

liquidity parameter weights together with the interest rate rule parameters that maximize

welfare. To provide policy advice, we decompose the optimal liquidity rule effects into

1See Acharya, Eisert, Eufinger, and Hirsch (2019) and Tsiaras (2018).
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its different response variables. When liquidity responds only to some and not all the

variables included in the rule, the rule is not welfare maximizing any more.

To identify the main result of our paper, namely a liquidity rule that maximizes welfare,

we proceed with the following methodological approach: firstly we estimate our model in

absence of the liquidity rule which is our baseline specification. We then set our model’s

parameters to the estimated ones and add the liquidity rule and search for the rule pa-

rameter values that maximize welfare. Lastly we stimulate and compare both models for

a large time period and compare them in terms of welfare. We find that for certain rule

parameter values liquidity rule is welfare maximizing.

As described above, there are two frictions into play in our model: liquidity relaxes the

friction between households and banks and builds up the one between firms and banks.

We show that our rule is welfare enhancing conditional to a high monitoring rate of the

liquidity funds. This occurs when the bank cannot abscond a high proportion of the

liquidity provided and thus liquidity relaxes the banking friction substantially.

To give a much clearer policy advice and to identify which rule framework dominates

from a welfare perspective we proceed our analysis by decomposing the liquidity rule to

its three components. At every iteration of the exercise we allow only one component

to be active while we assume that the central bank does not respond to the remaining

components. We find that the rule that responds to all three variables namely output,

inflation and credit spread is the one that achieves a higher welfare compared to the other

specifications.

Finally, in order to gain some detailed intuition of how liquidity affects our economy in a

non-stochastic environment we perform a steady state analysis of the economy. As liquidity

increases from zero to its limit, it is beneficial for the macroeconomy and is loosening the

lending spread thus providing more credit to the non financial firms. At the same time

it increases the probability of default of the firms due to the higher credit they receive.

This result verifies the two opposite forces of our two financial frictions specification, and

provides motivation for the search of an optimized rule that will be welfare enhancing.

We also study the effects of a negative liquidity injection. This is simply a lending from

the banks to the central bank similarly to the reserves (or the deposit facility in the ECB

framework). This facility also benefits the main macro variables but at a less magnitude

than the liquidity facility.

As a side result of our model, and to contribute to the recent monetary - macro-

prudential policy cooperation discussion we study a classical monetary rule that is aug-

mented with a response to lending spread deviations additional to output and inflation.

Thus adding a macro-prudential response to the classical policy rate specification.2 We

find that when the policy rate responds to spread deviations the economy recovers faster

2Laureys and Meeks (2018) do a similar exercise where the policy rate responds to the loan-to-output
rate as another way of introducing macroprudential measure in the policy rate rule.
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after a negative shock.

In the last part of the paper we provide a brief analysis of the conditions that guarantee

the uniqueness of equilibrium. We do that for the case of the liquidity rule and also the

policy rate rule. We show how the liquidity rule but also the presence of spread devia-

tions in the policy rate rule can alter the equilibrium properties of our financial frictions

model. In particular, under certain parameter configurations for the spread deviation the

economys equilibrium may be indeterminate even when the interest rate rule is one that

satisfies the Taylor principle.

Related Literature. Macroeconomic models with financial frictions have populated a

substantial fraction of the macro literature after the Great Recession following the seminal

papers of Bernanke and Gertler (1989) and Kiyotaki and Moore (1997) (see Gertler and

Kiyotaki (2010), Sims and Wu (2021) among many others).3 Prior to the financial frictions

models, most of the existing modern macroeconomic models did not take into account

financial frictions between households, firms and the banking sector. In this paper, we

analyse a model with financial frictions on the supply and the demand side of credit by

combining the seminal models of Bernanke et al. (1999) and Gertler and Kiyotaki (2010).

A model relatively close to ours without the unconventional monetary policy component

is Rannenberg (2016). He shows that the model matches the data relatively better and

outperforms both a BGG and a GK-type model. We identify two opposing forces arising

from the two frictions and the risk-shifting channel when liquidity is provided to the banks

and find a liquidity rule that is welfare enhancing and maximizing.

While studies on optimal setting of monetary policy populated the literature in the

past, studies on optimal macroprudential rules are a recent strand of the literature. Fer-

rero, Harrison, and Nelson (2018b) study the optimal setting of a loan to value ratio in a

New Keynesian model with price rigidities and financial frictions and Ferrero, Harrison,

and Nelson (2018a) study the optimal interaction of monetary and macroprudential pol-

icy. Angelini, Neri, and Panetta (2014) study the interaction of capital requirements and

monetary policy. Rather than macroprudential policy, our focus on optimal liquidity and

its interaction with interest rate rules in an estimated New Keynesian model with financial

frictions.

The risk-shifting channel of monetary policy, has regained attention after the Great

Recession which has been characterised from substantial monetary easing from the central

banks. Allen and Gale (2000), Diamond and Rajan (2012) were among the first to identify

the risk-shifting channel of monetary policy. In an empirical framework Jiménez, Ongena,

Peydró, and Saurina (2014) and Ioannidou, Ongena, and Peydró (2014) find that monetary

expansion induces banks to grant loans to more risky firms which increases the likelihood of

3Also Eggertsson and Woodford (2003), Curdia and Woodford (2011), Gertler and Karadi (2011). For
a comprehensive literature review on the developments of models with financial factors see Gertler and
Gilchrist (2018).
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default. Dell’Ariccia, Laeven, and Suarez (2017) find similar results for the U.S. 4 Adrian

and Shin (2010) build a theoretical model and show that expansionary monetary policy

increases the risk taking of the banking sector by relaxing the bank capital constraint due

to moral hazard problems.

Finally, there are studies on the ECB’s LTRO which are close to the subject of this

paper. Cahn, Matheron, and Sahuc (2017), Joyce, Miles, Scott, and Vayanos (2012),

Bocola (2016), van der Kwaak (2017) to name a few. They include financial frictions

following the Gertler and Karadi (2011) seminal paper. In such a setting liquidity is

always beneficial because it relaxes the banks’ constraint. Our framework which includes

also a friction on the demand for credit identifies a potential contractionary effect of the

LTROs. We propose a liquidity rule that responds not only to credit spread as in the

aforementioned papers but also to inflation and output, eliminates any contractionary

effects and is welfare maximizing.

The outline of the paper is as follows. Section 2 describes the financial frictions com-

ponent of the model together with the liquidity rule framework. Section 3 presents the

estimation results of the model, the data used and the measures of fit. The following

sections present the main results. We first perform a steady state analysis in Section 4 to

understand the model’s behaviour for all the possible values of the liquidity provision. In

Section we present various quantitative exercises for the model without the liquidity rule

active and see how it responds to shocks. Sections 5 and 6 describle the general framework

of welfare-optimized simple rules and the delegation game that imposes a zero-lower-bound

on the nominal interest rate in an equilibrium. Section 7 outlines the welfare optimizing

liquidity rule and performs a determinacy analysis. We then break the rule down to its

components to study which rule specification performs relatively better. The last section

concludes.

2 The Financial Frictions Model

The model combines the the banks-firms asymmetric information framework of BGG and

the banks-households limited commitment problem of GK. This setting is incorporated

into an New Keynesian model with monopolistic competition, sticky prices and sticky

wages similar to Smets and Wouters (2007). In this Section we describe only the financial

frictions component of the model. Appendix A outlines the NK part of the model.

The financial frictions economy is populated by a continuum of financial intermediaries

owned by households. There is a continuum of entrepreneurs that own the non-financial

firms. A monetary authority and the treasury complete this part of the economy. There

4 For more studies that identify the risk-taking channels see: Delis, Hasan, and Mylonidis (2017), Buch,
Eickmeier, and Prieto (2014), Altunbas, Gambacorta, and Marques-Ibanez (2010), Maddaloni and Peydró
(2011) and Lown and Morgan (2006) among others.
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is a moral hazard problem between the households and the banks. Banks can steal a

fraction of their funds and return them to their families. This problem introduces an

incentive constraint to the model to be followed by the banks. The second financial

friction originates from a firm-bank problem. Entrepreneurs at every period receive an

idiosyncratic shock that change the value of their assets. Low values of the shock can lead

to default on their credit. Finally, the central bank performs its conventional monetary

policy under a Taylor rule, but can also provide liquidity following our liquidity rule.

2.1 The Debt-Contracting Problem

At every period period there is a fixed mass of intermediaries indexed by e. Each period,

a fraction 1 ´ σE of entrepreneurs, exit and give retain earnings to their household. An

equal number of new entrepreneurs enter at the same time. They begin with a start up

fund of ξE given to them by their household. The entrepreneur e (the non-financial firm)

seeks loans Le,t to bridge the gap between its net worth NE,e,t and the expenditure on

new capital QtKe,t, all end-of-period. Thus

Le,t “ Qtke,t ´NE,e,t (1)

where the entrepreneur’s real net worth accumulates according to

NE,e,t “ RKt Qt´1Ke,t´1 ´
RLt´1

Πt
Le,t´1

where RKt is the gross real return on capital as in the NK model and RLt is the nominal

loan rate to be decided in the contract. Each entrepreneur determines the utilization rate

ut and provides an effective amount of capital to the firms for production, getting bank

the rental rate of capital rKt . At the end of the production schedule, the capital is being

resold to capital goods producers at price Qt. Then the gross real return on capital is

defined as:

RKt “
rKt ut ´ αputq ` p1 ´ δqQt

Qt´1
. (2)

In each period an idiosyncratic capital quality shock, ψt results in a return RKt ψt

which is the entrepreneur’s private information. Following BGG, we assume that ψt has

a unit-mean log normal distribution that is independently drawn across time and across

entrepreneurs. Specifically, log pψq „ N
ˆ

´
σ2
ψ

2 , σ
2
ψ

˙

. With the mean set to ´
σ2
ψ

2 , E rψs “

1. σψ is the period t standard deviation of log pψq. Similarly to Christiano, Motto, and

Rostagno (2014) we label σψ, the cross-sectional dispersion in ψ, the risk shock and we

allow it to vary stochastically over time.

Default in period t occurs when net worth becomes negative, i.e., when NE,e,t ă 0 and
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shock falls below a threshold ψ̄t given by

ψ̄t “
RLt´1Le,t´1

ΠtRKt Qt´1Ke,t´1
(3)

With the idiosyncratic shock, ψt drawn from a density fpψtq with a lower bound ψmin,

the probability of default is then given by

ppψ̄tq “

ż ψ̄t

ψmin

fpψqdψ

In the event of default the bank receives the assets of the firm and pays a proportion

µ of monitoring costs to observe the realized return. Otherwise the bank receives the full

payment on its loans, RLt Le,t{Πt`1 where RLt is the agreed loan rate at time t.

The bank’s incentive compatibility constraint is now

Et

«

p1 ´ µqRKt`1Qtkt

ż ψ̄t`1

ψmin

ψfpψqdψ ` p1 ´ ppψ̄t`1qq
Rl,t
Πt`1

lt “ RBt`1Le,t ě Rt`1Le,t

ff

(4)

The left hand side part of (4) is the expected return to the bank from the contract averaged

over all realizations of the shock. From (4) RBt is defined as

p1 ´ µqRKt Qt´1Ke,t´1

ż ψ̄t

ψmin

ψfpψqdψ ` p1 ´ ppψ̄tqq
RLt´1

Πt
Le,t´1 “ RBt Le,t´1 (5)

In the pure BGG case we have RBt “ Rt “
Rn,t´1

Πt
, where Rn,t´1 is the nominal interest

rate. In the pure GK case ψmin is sufficiently high to give ppψ̄tq “
şψ̄t
ψmin

fpψqdψ “
şψ̄t
ψmin

ψfpψqdψ “ 0. Then RLt “ Rn,t.

Eliminating the real loan rate from (3), this becomes

Et

«

RKt`1QtKe,t

˜

p1 ´ µq

ż ψ̄t`1

ψmin

ψfpψqdψ ` ψ̄t`1p1 ´ ppψ̄t`1qq

¸

“ RBt`1Le,t

ff

(6)

Defining

Γpψ̄t`1q ”

ż ψ̄t`1

ψmin

ψfpψqdψ ` ψ̄t`1p1 ´ ppψ̄t`1qq (7)

Gpψ̄t`1q ”

ż ψ̄t`1

ψmin

ψfpψqdψ (8)

(6) becomes

Et
”

RKt`1QtKe,t

“

Γpψ̄t`1q ´ µGpψ̄t`1q
‰

“ RBt`1Le,t

ı

(9)
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2.1.1 The Optimal Contract

The optimal contract for the risk neutral entrepreneur maximizes the average return to

capital over the distribution of ψt taking into account the possibility of default and the

cost of loans in its absence. She chooses ke,t and the loan rate RLt , which from (3) is

equivalent to choosing the threshold shock ψt`1, and solves

max
ψ̄t`1,ke,t

Et
“`

1 ´ Γpψ̄t`1q
˘

RKt`1Qtke,t
‰

given initial net worth nE,e,t, subject to (9) which, using (1) can be rewritten as

Et
”

RKt`1Qtke,t
“

Γpψ̄t`1q ´ µGpψ̄t`1q
‰

“ RBt`1pQtke,t ´ nE,e,tq
ı

(10)

where ke,t “ Ke,t{Pt are the real capital holdings, nE,e,t “ NE,e,t{Pt the real entrepreneurial

net worth and le,t “ Le,t{Pt the real loans and Pt the price level of output.

Let λt be the Lagrange multiplier associated with the constraint. Then the first order

conditions are

kt : Et
“

p1 ´ Γpψ̄t`1qRKt`1 ` λt
“

pΓpψ̄t`1q ´ µGpψ̄t`1qqRKt`1 ´RBt`1

‰‰

“ 0

ψ̄t`1 : Et
“

´Γ1pψ̄t`1q ` λtpΓ
1pψ̄t`1q ´ µG1pψ̄t`1qq

‰

“ 0

ut : rKt “ α1putq

Combining the two first order conditions, we arrive at

EtrRKt`1s “ Etrρpψ̄t`1qRBt`1s (11)

where the premium on external finance, ρpψ̄t`1q is given by

ρpψ̄t`1q “
Γ1pψ̄t`1q

“

pΓpψ̄t`1q ´ µGpψ̄t`1qqΓ1pψ̄t`1q ` p1 ´ Γpψ̄t`1qqpΓ1pψ̄t`1q ´ µG1pψ̄t`1qq
‰ .

2.1.2 Aggregation

We now aggregate assuming that entrepreneurs exit with fixed probability 1 ´ σE . To

allow new entrants start up we assume exiting entrepreneurs transfer a proportion ξE of

their wealth to new entrants. Aggregate net worth then accumulates according to

nE,t “ pσE ` ξEqp1 ´ Γpψ̄tqqRKt Qt´1kt´1

and on exiting the entrepreneur consumes

cE,t “ p1 ´ σEqp1 ´ ξEqp1 ´ Γpψ̄tqqRKt Qt´1kt´1.
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The equilibrium is completed with the aggregate incentive compatibility constraint,

assumed to be always binding and be independent from each entrepreneur type e.5

Et
“

RKt`1Qtkt
“

Γpψ̄t`1q ´ µGpψ̄t`1q
‰‰

“ Et
“

RBt`1pQtkt ´ nE,tq
‰

.

2.2 Banks

At every period period there is a fixed mass of intermediaries indexed by i. Each bank

allocates its funds to credit Li,t. It funds its operations by receiving deposit from house-

holds Di,t, emergency funding from the central bankMi,t and also by raising equity NB,i,t.

Each period, a fraction 1´σB of bankers, exit and give retain earnings to their household.

An equal number of new bankers enter at the same time. They begin with a start up fund

of ξ given to them by their household.

From the above specification, it follows that the bank’s balance sheet is:

Li,t “ NB,i,t `Di,t `Mi,t (12)

The bank’s net worth evolves as the difference between interest income and interest ex-

penses. Net worth of the bank accumulates in stationarized form according to :

p1 ` gtqNB,i,t “ RBt Li,t´1 ´RtDi,t´1 ´RMi,tMi,t´1 (13)

To understand this dynamic problem better we can substitute for Dt from (12) and rewrite

(13) as

p1 ` gtqNB,i,t “ RtNB,i,t´1 ` pRBt ´RtqLi,t´1 ´ pRMt ´RtqMi,t´1 (14)

RMt the interest rate of the emergency funding (LTRO) defined endogenously in the model

as will be shown momentarily.

Banks exit with probability 1 ´ σB per period and therefore survive for j ´ 1 periods

and exit in the jth period with probability p1 ´ σBqσj´1
B . Given the fact that bank pays

dividends only when it exists, the banker’s objective is to maximize expected discounted

terminal wealth

Vt “ Et
8
ÿ

j“1

p1 ´ σBqσj´1
B Λt,t`jnB,i,t`j (15)

subject to an incentive constraint for lenders (households) to be willing to supply funds to

the banker, where nB,i,t “ NB,i,t{Pt is real net worth and Pt is the price of final output.

Λi,t,t`j “ βj
ΛC,t`j
ΛC,t

is the stochastic discount factor.

As in Gertler and Karadi (2011) there is an endogenous constraint on the banks ability

to borrow is introduced. A banker after collecting deposits from households and liquidity

from the central bank may divert a fraction of these funds. This occurs when the bank’s

5This follows from (4).
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value from diverting is higher than its franchise value. It is assumed that the bank can

abscond a fraction θ P r0, 1s of the loans net a fraction θω P r0, 1s ă θ of the central bank

liquidity. The latter is is due to the high monitoring ability of the central bank to its own

loanable funds. In case of absconding its funds the creditors can force the intermediary

into bankruptcy at the beginning of the next period. The constraint therefore sets a limit

to the bankers borrowing from either the depositors or the central bank. For the banks

creditors to continue providing funds to the bank, the following incentive constraint must

always hold:

Vt ě θrli,t ´ ωmi,ts (16)

where li,t “ Li,t{Pt are the real loanable funds to the firms and mi,t “ Mi,t{Pt the real

liquidity receivable from the central bank. Bank’s value must be greater or at least equal

with the value of its divertable assets. When this constraint holds bankers have no incentive

to steal from their creditors.

The detailed solution to the banker’s problem is presented in Appendix B. In this

Section we present the key equilibrium conditions of the bank’s problem. Combining the

optimality conditions with the banker’s incentive constraint yields a central equation of

the model: The leverage constraint of the bank:

li,t “ φtnB,i,t ` ωmi,t. (17)

Equation (17) constraints the financial intermediary’s leverage and due to this excess

returns are generated. φt is the maximum adjusted leverage ratio of the bank:

φt “
EtrΛi,t,t`1Ωt`1Rt`1s

θ ´ EtrΛi,t,t`1Ωt`1pRBt`1 ´Rt`1qs

and

Ωt “ 1 ´ σB ` σBθφ
B
t .

Maximum adjusted leverage ratio depends positively on the marginal cost of the deposits

and on the excess value of bank assets. As the credit spread increases, banks’ franchise

value Vt increases and the probability of a bank diverting its funds declines. On the other

hand, as the proportion of assets that a bank can divert, θ increases, the constraint binds

more.

Importantly, the maximum adjusted leverage ratio does not depend on any individual

bank characteristics, therefore the heterogeneity in the bankers’ holdings and net worth,

does not affect aggregate dynamics. Hence, it is straightforward to express individual

financial sector variables in aggregate form.

Finally, from the first order conditions yields the arbitrage condition between the

lending and liquidity returns. This endogenously determines the liquidity interest rate

9



RMt :

EtrΛt,t`1Ωt`1pRMt`1 ´Rt`1qs “ ωEtrΛt,t`1Ωt`1pRBt`1 ´Rt`1qs.

The excess cost to a bank of liquidity credit relative to deposits equals to the credit

spread multiplied by the monitoring ability of the central bank to the liquidity provided

to the bankers ω.

According to this equation, to make banks indifferent between liquidity and deposits

at the margin, the central bank should set RMt to make the excess cost of liquidity equal

to the fraction ω of the excess value of assets. Looking at the incentive constraint of the

bank (16) a unit of liquidity relaxes the constraint of the banks and therefore permits a

bank to expand assets by a greater amount than a unit of deposits, it is willing to pay

a higher cost for this form of credit. In this way, as in Gertler and Kiyotaki (2010), the

model generates an endogenously determined penalty rate for liquidity.

In steady state, the liquidity interest rate will be a convex combination of the lending

rate RBt and the deposit interest rate Rt. In the quantitative analysis of the paper we

consider the case of zero lower bound in the nominal interest rate which essentially defines

the real interest -deposit- rate. Therefore, indirectly, there is a zero lower bound on

the liquidity returns, since by definition are always higher than the real interest rate on

deposits. The relationship between the nominal and the real liquidity rate is RMt “
Rm,t´1

Πt
,

where Πt is the inflation.

2.2.1 Aggregation

At the aggregate level the banking sector balance sheet is:

lt “ nB,t `mt ` dt

At the aggregate level net worth is the sum of existing (old) bankers and new bankers:

nB,t “ no,t ` nn,t

Net worth of existing bankers equals earnings on assets held in the previous period net

cost of deposit finance, multiplied by a fraction σB, the probability that they survive until

the current period:

p1 ` gtqno,t “ σBtRBt lt´1 ´Rtdt´1 ´RMt mt´1u

Since new bankers cannot operate without any net worth, we assume that the family

transfers to each one the fraction ξB{p1 ´ σBq of the total value assets of exiting bankers.

This implies:

p1 ` gtqnn,t “ ξBR
B
t lt´1

10



and in aggregate bank leverage is given by

φBt “
lt ´ ωmt

nB,t
. (18)

2.3 The Central Bank

The central bank can make use of two policy tools. Firstly, it adjusts the policy rate

according to a Taylor monetary rule. Secondly, it supplies liquidity to the banking sector.

The relative increase in the liquidity of the banking sector is determined endogenously

following the liquidity rule specified momentarily. The effectiveness of the policy comes

primarily from its ability to ease the financial constraints of banks. When balance sheet

constraints are tight and excess returns are positive, central bank liquidity injections loose

the incentive constraint of the banks and allow to extend new lending to non-financial

corporations. The easier credit conditions increase the value of capital and banks’ net

worth. This through a financial accelerator mechanism, increases further the banks’ net

worth and eases the financial constraint.

Following Gertler, Kiyotaki, and Queralto (2012), liquidity injections involve efficiency

costs for the central bank: in particular, the central bank liquidity consumes resources of

ΨtpMtq, where the function Ψt is increasing in the quantity of liquidity provided to the

banking sector. These costs could be thought as administrative costs of raising new funds

through government debt or any inefficiency the central bank faces in order to provide

liquidity to the banks such as identifying which banks is mostly beneficial to receive the

liquidity. The function is assumed to be a quadratic function of liquidity Mt governed by

the penalty parameters (τ1, τ2):

ΨtpMtq “ τ1Mt ` τ2M
2
t

It is assumed also that the central bank turns over any profits to the treasury and receives

transfers to cover any losses.

2.3.1 The Liquidity Rule

Liquidity is provided by the central bank to the banking sector according to the rule χm,t,

defined as the fraction of the total bank assets financed through LTRO where χm,t “ Mt
Lt

.

The liquidity rule χm,t responds, similarly to a conventional policy rate Taylor rule to the

variables’ deviations form their steady state levels. The variables we choose are: output,

inflation and the lending spread.

Therefore the rule reads as follows:

χm,t “ ρlpχm,t´1 ´ χm,ssq

11



´ p1 ´ ρlqκmtθπ,l pΠt ´ Πq

` θy,l pYt ´ Y q ` θdy,l pYt ´ Yt´1q

´ θsp,l EtrpRKt`1 ´Rt`1q ´ pRK,ss ´Rssqsu (19)

The intensity of the liquidity intervention depends on the liquidity feedback parameter

κm ě 0. pRK,ss ´ Rssq is the steady state premium and Π and Y are the steady state

values for output and inflation. Eliminating the responses to output and inflation changes

the rule collapses to the same liquidity rule introduced in Gertler and Karadi (2011) where

central bank liquidity responds only to spread deviations.

2.3.2 The Monetary Rule

The central bank sets the policy interest rate according to a Taylor Rule responding to

inflation and output deviations from their steady state and also to deviations in the lending

spread, in the same fashion with the liquidity rule.

The nominal interest rate is given by the following Taylor-type rule

log

ˆ

Rn,t
Rn

˙

“ ρr log

ˆ

Rn,t´1

Rn

˙

` p1 ´ ρrq
”

θπ log

ˆ

Πt
Π

˙

` θy log

ˆ

Yt
Y

˙

` θdy log

ˆ

Yt
Yt´1

˙

` θsp log

˜

RKt`1 ´Rt`1

RK,ss ´Rss

¸

ı

` εMPS,t (20)

The parameter θsp controls the intensity of policy rate changes to spread deviations from

its steady state level and εMPS,t is a monetary policy shock. The link between nominal

and real interest rates is given by the following Fisher relation:

Rt “
Rn,t´1

Πt
.

A similar relation holds for the interest rate on liquidity.

RMt “
Rm,t´1

Πt
.

2.4 The Government Budget Constraint

Government collects lump sum taxes Tt to finance its public expenditures Gt. We assume

that the level of the government expenditures is at a fixed level relative to output (γG)

and subject to a transitory shock gt that follows an AR(1) process. Hence, Gt “ pγGYtqgt.
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The government budget constraint thus is:

G “ Tt ` TCBt . (21)

and the economy’s resource constraint is:

Yt “ Ct ` It `Gt ` ΨtpMtq.

2.5 Welfare

In order to rank alternative policies we use a welfare-based criterion based on the inter-

temporal household expected utility:

Ωt ” Et
8
ÿ

τ“0

βτUpCt`τ , Ct`τ´1,Ht`τ q (22)

In a zero-growth steady state we can write (22) in recursive form as:

Ωt “ Ut ` βEtΩt`1. (23)

2.6 Structural Shocks

The model is closed with eight exogenous AR(1) shock processes to technology, government

spending, the real marginal cost (the latter being interpreted as a mark-up shock), the

marginal rate of substitution, an investment shock, a risk premium shock, a shock to

monetary policy and a risk shock. Therefore we have eight first order autoregressive

processes for the variables tAt, Gt,MSt,MRSSt, ISt, RPSt,MPSt, σψ,tu.

3 Data and Estimation

We estimate our model on quarterly data from 1991Q1 to 2018Q4 using Bayesian tech-

niques.6 We use a total of eight observables in the estimation. As is standard in the

estimation of medium scale models, we include the real per capita growth rates of GDP,

consumption, and investment, real wage growth, a measure of labour hours, the GDP

deflator, and the ECB’s policy rate. In order to take into account the unconventional

monetary policy of the Euro Area we make use of the shadow rate by Wu and Xia (2016).

This is available from 2004 onwards. For the time period 1991-2004 we use the policy rate

of the ECB. Finally, we include the lending spread of the EA economy which is defined as

the average lending rate minus the deposit rate.

6For a detailed analysis see An and Schorfheide (2007).
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In our model’s estimation we do not use data for liquidity injections, therefore we

estimate the model as if liquidity injections were absent. We do this in order to perform

our normative exercises for various liquidity rules and see which maximizes welfare.

Following the literature, some parameters of the model are calibrated to conventional

values and also to match some Euro Area long term averages.

3.1 Calibration

The model’s calibration is performed in order to match Euro Area stylized facts and is

divided in conventional and banking parameters and it is show in Table 1. It follows

broadly the calibration of the updated version of the New Area-Wide Model (NAWM),

(Christoffel, Coenen, and Warne (2008), Coenen, Karadi, Schmidt, and Warne (2018)),

the DSGE model of the ECB.

Banking parameter values are chosen in order to match specific Euro Area banking

characteristics namely the banks’ average leverage, lending spread and the bankers’ plan-

ning horizon. There are three parameters that characterise the behaviour of the banking

sector in the model. This is the absconding rate θ, the fraction of entering bankers initial

capital fund ξB , and the steady-state value of the survival rate, σB. We calibrate these

parameters to match certain steady-state moments following our data and the moments

reported in Coenen et al. (2018). The steady-state leverage of the banks is set equal to

6, which corresponds to the average asset-over-equity ratio of monetary and other finan-

cial institutions as well as non-financial corporations, with weights equal to their share

of assets in total assets between 1999Q1 and 2014Q4 according to the euro area sectoral

accounts. The steady-state spread of the lending rate over the risk-free rate, Rlt ´ Rt is

set to 1.656 percentage points on an annualised basis at the steady state, which is the

average spread between the long-term cost of private-sector borrowing and the deposit

rate for our sample period 1991Q1 to 2018Q4. The banks planning horizon is set equal to

5 years. This moment targeting exercise leads to θ “ 0.290, ξB “ 0.005 and σB “ 0.942.

These parameters are also in line with the related studies in the literature. Finally, we set

the monitoring parameter that the central bank has on its loanable funds to the banking

sector, ω, to values from 50% - 90%. A values 50% targets a steady state bond spread half

to this of the lending spread in line with Gertler and Kiyotaki (2010). In the following

sections we experiment with this parameter to see its impact on our welfare results.

Entrepreneur specific parameters are the monitoring costs, their entry start up fund

and their lifetime duration. We calibrate the monitoring costs in order to match an annual

probability of default of 3%. This is in line with Clerc, Derviz, Mendicino, Moyen, Nikolov,

Stracca, Suarez, and Vardoulakis (2015) where they calibrate a similar BGG-type model

for the Euro Area. This target leads to monitoring costs, µ equal to 0.21 annually as

assumed similarly by Christiano et al. (2014), Rannenberg (2016) and Clerc et al. (2015).
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Also we set the leverage in non-financial firm sector to 2, following Rannenberg (2016); this

leads to a continuity probability of the entrepreneurs equal to σE “ 0.978. Entrepreneurs’

start up fund ξE is set such that the external finance premium is close to the lending

spread in equilibrium. Finally the idiosyncratic dispersion of the entrepreneurs σψ is set

to 0.27, very close to the estimate of Christiano et al. (2014) of 0.26.

The values for the share of capital α and the depreciation rate δ are chosen to 0.33 and

0.025 respectively following the estimation results of Christoffel et al. (2008). Similarly,

the value of β is assigned to 0.998, chosen to be consistent with an annualised equilibrium

real interest rate of 2%. Long term equilibrium values for growth, inflation target and

technology are taken directly from the Euro Area data as averages of our data sample

1991Q1 to 2018Q4. Finally, the government spending as a fraction of the GDP is set to

18% also following other studies for the Euro Area.

We assume that in steady state the central bank provides zero liquidity; simulating

the very low level of LTROs compared to post-2010 level provided by the ECB. Therefore

we set χm,ss equal to zero. Regarding the cost of the central bank intervention, we follow

Gertler et al. (2012) and we set τ1 and τ2 equal to 0.000125 and 0.0012 respectively

corresponding to a 10 bps credit cost.

3.2 Estimation

We estimate the rest of the parameters using Bayesian techniques. We use as many

observables as shocks in the model which maintains the perfect information assumption.

We treat our observable variables in order to match their data counterparts. Specif-

ically for output, inflation, consumption and real wages we take the logarithmic first

differences. For labour ours we subtract the sample mean and then divide the result with

it. Interest rates and the credit spread remain unchanged. Finally for inflation we take

the logarithm of it. The following measurement equations are used:

Real GDP growth “ log

ˆ

Yt
Yt´1

p1 ` ḡq

˙

Real consumption growth “ log

ˆ

Ct
Ct´1

p1 ` ḡq

˙

Real investment growth “ log

ˆ

It
It´1

p1 ` ḡq

˙

Real wage growth “ log

ˆ

Wt

Wt´1
p1 ` ḡq

˙

Labour hours “
Hd,t ´Hss

d

Hss
d

Shadow interest rate “ Rnt´1

Inflation “ logpπtq
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Parameter Description Value

A. Preferences

β Discount factor 0.998

B. Technology

α Capital share 0.670
δ Depreciation rate 0.025

C. Banks

θ Banker’s absconding rate 0.290
σB Exit probability: bankers 0.942
ξB Entry start up fund: bankers 0.005
ω Absconding fraction for LTRO 0.500

D. Entrepreneurs

ξE Entry start up fund: entrepreneurs 0.005
σE Exit probability: entrepreneurs 0.978
σψ Entrepreneur’s idiosyncratic dispersion 0.2712
µ Monitoring costs 0.2092

E. Liquidity Injections

τ1 Credit cost 0.000125
τ1 Credit cost 0.0012
χm,ss Steady state liquidity level 0

F. Long Term Equilibrium
Ā Steady state technology 1.000
π̄ Gross inflation objective 1.005
ḡ Steady state growth 0.003
G
Y Gov. spending over GDP 0.180

Table 1: Calibrated Parameter Values

Lending Spread “ Rk,t ´Rt

We satisfy a balanced growth path by accounting for a deterministic trend in the

growth rate ḡ in our measurement equations. We set the growth rate to the average

growth for the Euro Area for the time interval we study which is ḡ “ 0.366%.

Table 2 show our priors and posterior estimates. The posterior distributions of the

parameters have been estimated using the random-walk Metropolis sampler, taking into

account the system priors. The estimation results are based on a Markov chain with

100000 draws. The priors for the parameters of the real economy are set in line with

Smets and Wouters (2007).

Our estimates are close to those from Coenen et al. (2018), who estimate a SW model

variant with financial frictions in the banking sector for the Euro Area. Most notably, we

find very similar values for the monetary rule component of the model. Both estimates for
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the inflation coefficient, θπ, are above 2.5, which seems to be a Euro Area characteristic in

comparison with the literature on US data where these values are usually less than two.

Similarities of the two models continue for the rest of the interest rate rule and the real

economy parameter estimates.
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Prior Posterior

Parameter Description Dist. Mean Std Mean

A. Preferences

σc Relative risk aversion N 1.50 0.375 1.8037

ψ Inverse Frisch elasticity N 2.00 0.750 1.3906

χ Habit formation B 0.50 0.100 0.4788

φX Adjustment costs N 2.00 0.750 2.0345

B. Wage and price set.

ξp Calvo scheme: prices B 0.50 0.100 0.5193

ξw Calvo scheme: wages B 0.50 0.100 0.6065

γp Indexation: prices B 0.50 0.100 0.3610

γw Indexation: wages B 0.50 0.100 0.4823

C. Interest-rate rule

ρr Interest-rate smoothing B 0.75 0.100 0.7139

θπ Response to inflation N 2.00 0.250 2.6101

θy Response to output gap N 0.12 0.050 0.0530

θ∆y Response to ∆pYgapq N 0.12 0.050 0.2049

D. Autocorr. parameters

ρA Technology B 0.50 0.200 0.9520

ρG Gov. spending B 0.50 0.200 0.8409

ρMCS Marginal cost B 0.50 0.200 0.8905

ρMRSS Marginal rate of subst. B 0.50 0.200 0.9565

ρMPS Monetary policy B 0.50 0.200 0.3579

ρRPS Risk premium B 0.50 0.200 0.9836

ρIS Investment B 0.50 0.200 0.9825

ρRS Risk B 0.50 0.200 0.9669

E. Shock parameters

σA Technology Γ´1 0.001 0.020 0.0064

σG Gov. spending Γ´1 0.001 0.020 0.0227

σMCS Marginal cost Γ´1 0.001 0.020 0.0068

σMRSS Marginal rate of subst. Γ´1 0.001 0.020 0.0196

σMPS Monetary policy Γ´1 0.001 0.020 0.0019

σRPS Risk premium Γ´1 0.001 0.020 0.0008

σIS Investment Γ´1 0.001 0.020 0.0295

σRS Risk Γ´1 0.001 0.020 0.0490

Table 2: Estimation results for the model. Notes: N stands for the Normal distribution, B for

the Betta and Γ´1 for the inverted Gamma distribution.
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3.3 Validation

The last step in our estimation exercise is the model’s validation with the first two moments

of the data counterparts of the observable variables we use. Table 3 shows the results.

Our estimated model produces long run averages close to the data counterparts. It is

noteworthy that we do not include any data on net worth and loans in our estimation.

Nevertheless, the model provides long run averages close to the real values of the two

variables. Our standard deviation estimates of the observables are also very well in line

with the data. Exceptions to this are the investment growth and the variable for net worth

which again we do not use in our estimation procedure.

Variable Mean Std

Data Model Data Model

Output Growth 0.0037 0.0037 0.0058 0.0081
Consumption Growth 0.0032 0.0037 0.0047 0.0050
Investment Growth 0.0032 0.0037 0.0170 0.0340
Wage Growth 0.0024 0.0037 0.0038 0.0053
Labour supply 0.0000 0.0000 0.0277 0.0313
Inflation 0.0076 0.0076 0.0062 0.0050
Shadow rate 0.0121 0.0155 0.0125 0.0089
Lending spread 0.0041 0.0086 0.0010 0.0054
Net Worth˚ 0.0048 0.0037 0.0800 0.0489
Loans˚ 0.0064 0.0037 0.0116 0.0065

Table 3: Model vs Data Moment Comparison. Variables with (˚) are not included in the
observable variables for the estimation.

4 Steady State Analysis: Identifying the two Opposing Fi-

nancial Frictions

To commence our analysis we first provide a detailed analysis on the two opposing frictions

in our model. We show that an increase in liquidity benefits the economy and is welfare

improving only when the positive effects from liquidity that relax the GK friction can

overcome the adverse effects of the BGG friction. We outline which conditions make this

result hold.

We focus on the steady state of the model and perform a steady state exercise of the

model’s response to changes in the liquidity provision volume.7 The notion of liquidity

provision here is a general one: we assume that χm,the ratio of liquidity to the total banks’

asset, is deterministic and can vary in the grid [-1, 0.9].8 When the ratio is positive, then

7The steady state derivations of the model are presented in Appendix D.
8We notice that for value of χm above 0.9 deposits turn negative and therefore we do not include the

19



liquidity is provided by the central bank authority to the banks. When the ratio is negative,

the banking sector lends to the central bank. The latter case is similar to the reserves

that are being deposited to the central banks’ accounts. We compute the steady state

equilibrium for this grid and report how our welfare measure responds along with some

macro variables of interest.

Figure 1 shows the welfare, Ωt, path according to the change in the liquidity ratio.

The figure is plotted for different values of of ω, the monitoring ability of the central bank

to the liquidity funds. We will show that this is an important parameter that can change

the efficacy of the liquidity rule.

For the parameter ω = 0.5 welfare maximizes when the liquidity ratio is about to 10%

of total lending as show with the red line. Above and below of this value liquidity produces

a lower welfare. With a monitoring ability of 10%, as shown by the blue line, again welfare

decreases for any positive value of liquidity.

This result changes when we increase banks’ monitoring parameter to a higher value,

90%, plotted under the yellow line. Welfare is increasing for higher values of liquidity

provision and reaches its maximum at the end of the grid. The reasoning of why this

occurs at a high level of monitoring ability is the following. An increase in the monitor-

ing parameter increases the effectiveness of liquidity in the bank’s financial constraint as

shown by the banks’ leverage constraint (18). For low values of monitoring ability, due to

the presence of the two opposing frictions, the positive effect from the banks’ constraint

loosening cannot overcome the BGG friction which increases the default probability (see

Figure 2). Nevertheless, a higher monitoring value such as the one plotted, increases the

effectiveness of the liquidity provision and leads to a loosening of the constraint that is high

enough to counteract the negative effects originating from the BGG friction and therefore

more liquidity leads to higher welfare.

values above 0.9.
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Figure 1: Welfare conditional on central bank liquidity

Figure 2 shows the paths of four important financial variables, conditional to the

liquidity provision, that demonstrate the two opposing forces in the model. The two

interest spreads, the external finance premium ρpψ̄q and the default probability p. When

the liquidity fraction turns negative, there are no significant changes in the variables’

values. Let’s focus on the domain of χm ą 0. As long as the liquidity provision increases,

the default probability shifts upwards. At the same time, both spreads, RK ´ R and

RB ´ R, fall due to the loosening of the banks’ financial constraint. On the contrary,

the external finance premium ρpψq “ RK{RB increases which leads to the increase of the

default probability. This occurs because even though RB and RK fall, RB falls more than

RK . These two opposing effects shed light on how the two financial frictions interact with

each other. On the one hand liquidity relaxes the GK constraint and both spreads fall.

On the other hand reinforces the BGG friction and the EFP together with the default

probability increase.
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Figure 2: Financial Variables conditional on central bank liquidity

5 Welfare-Optimal Simple Rules

The concept and computation of optimized simple rules in an estimated model is central

to this paper. We first make some general points before turning to the full delegation

game and the results. We follow Schmitt-Grohe and Uribe (2007) quite closely, but with

some important differences.

First recall the form of the estimated nominal interest rate rule: The nominal interest

rate is given by the following Taylor-type rule

log

ˆ

Rn,t
Rn

˙

“ ρr log

ˆ

Rn,t´1

Rn

˙

` p1 ´ ρrq
”

θπ log

ˆ

Πt
Π

˙

` θy log

ˆ

Yt
Y

˙

` θdy log

ˆ

Yt
Yt´1

˙

` θsp log

˜

RKt`1 ´Rt`1

RK,ss ´Rss

¸

ı

` εMPS,t (24)

Unlike rules studied in the NK literature which respond to the output gap and therefore a

flexi-price version of the model, this rule makes no such demands on the policymaker and
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rational agents; it only requires knowledge of the model itself and its deterministic steady

state. Schmitt-Grohe and Uribe (2007) refer to such rules as ‘implementable’.

For optimal policy purposes we remove the monetary policy shock logpMPStq and

re-parameterize the rule as the nominal interest rate is given by the following Taylor-type

rule

log

ˆ

Rn,t
Rn

˙

“ ρr log

ˆ

Rn,t´1

Rn

˙

` απ log

ˆ

Πt
Π

˙

` αy log

ˆ

Yt
Y

˙

` αdy log

ˆ

Yt
Yt´1

˙

` αsp log

˜

RKt`1 ´Rt`1

RK,ss ´Rss

¸

(25)

which allows for the possibility of an integral rule with ρr “ 1 Let ρ ” rρr, απ, αy, αdys

be the policy choice of feedback parameters that defines the exact form of the rule. We

restrict ourselves to a class of possible rules that are locally saddle-path stable in the

vicinity of the non-stochastic (deterministic) steady state. We denote this sub-set of rules

by S; thus ρ P S. Similarly we re-parameterize the liquidity rule (19).

We begin by defining the inter-temporal household welfare at time t in recursive Bell-

man stationarized form in a symmetric equilibrium form as:

Ωt “ UtpCt, Ct´1,H
s
t q ` βgEt rΩt`1s (26)

where βg is a growth-adjusted discount factor defined by βg ” βp1 ` gq1´σ.

Optimal monetary policy at time t “ 0, sets steady-state values for the nominal interest

rate instrument Rn,t, denoted by Rn given initial values for the predetermined variables

z0, solves the maximization problem :

max
ρPS

Ω0pz0, Rn, ρq (27)

In fact the long-run (steady state) gross inflation rate target in the rule which we take to

be Π ě 1 (ruling out a liquidity trap) uniquely pins down the rest of the steady state so

we can rewrite (27) as

max
ρPS

Ω0pz0,Π, ρq (28)

But this is a conditional and time-inconsistent criterion as the optimized rule at time t

becomes

max
ρPS

Ωtpzt,Π, ρq ñ ρ “ ρpzt,Πq (29)

and there emerges an incentive to re-optimize.

We remove one source of time-inconsistency by choosing a welfare conditional on being

at the steady state zt “ z, which is policy-invariant, and the choice of Π which is a policy

23



choice.9. The optimization problem then becomes

max
ρPS

Ωtpz,Π, ρq ñ ρ “ ρpz,Πq (30)

Since z is policy-invariant, in what follows we simply write ρ “ ρpΠq Thus welfare at

the steady state is maximized on average over all realizations of the shocks driving the

exogenous stochastic processes give their deterministic steady states.10 The optimal ρ˚ is

computed using a second-order perturbation solution 11 But there are no ZLB considera-

tions for the nominal interest rate as yet. This leads us to the delegation game.

6 The Delegation Game

We now turn to ZLB considerations for the nominal interest rate rule following the method-

ology set out in Deak, Levine, and Pham (2020). We examine the solution of the three-

stage delegation game in the estimated model in the case where the choice of response

parameters ρ for both monetary and liquidity policy is delegated to a central bank with

a ‘modified’ objective of the form (31) where Ut is household utility and the rule takes

the form (24). The equilibrium of this ZLB delegation mandate is solved by backward

induction in the following three-stage delegation game.

1. Stage 1: The policymaker chooses a per period probability of hitting the ZLB and

designs the optimal loss function in the mandate.

2. Stage 2: The optimal steady state inflation rate consistent with stage 1 is chosen.

3. Stage 3: The CB receives the mandate in the form of a modified purely stochastic

welfare criterion of the form ΩtpZt,Π, ρq of the form (26) with an additional penalty

to limit the variance of the nominal interest rate rule. Welfare is then optimized

with respect to ρ P S resulting in an optimized simple rule.

This delegation game is solved by backwards induction as follows:

6.1 Stage 3: The CB Choice of Rule

Given a steady state inflation rate target, Π, the Central Bank (CB) receives a mandate

to implement the rule (24) and to maximize with respect to ρ P S a modified welfare

9This follows Schmitt-Grohe and Uribe (2007) and is the timeless criterion proposed by Woodford
(2003), Chapter 7, based on Levine and Currie (1987)

10The maximization of the unconditional welfare under exogenous uncertainty can be compared with
the optimal strategy for the board game backgammon whose outcome depends on throws of dice as well
as skill. This contrasts with deterministic games such as chess.

11This is implemented in a Dynare program that calls a matlab subroutine fminconc that finds a
constrained minimum of a function of several variables. A general toolkit for any DSGE model set-up is
available for this.
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criterion

Ωmodt ” Et

«

8
ÿ

τ“0

βτ
´

Ut`τ ´ wr pRn,t`τ ´Rnq
2
¯

ff

“

´

Ut ´ wr pRn,t ´Rnq
2
¯

` βp1 ` gq1´σEt
”

Ωmodt`1

ı

(31)

One can think of this as a mandate with a penalty function P “ wr pRn,t ´Rnq
2, penalizing

the variance of the nominal interest rate with weight wr.
12

Following Den Haan and Wind (2012), an alternative mandate that only penalizes the

zero interest rate in an asymmetric fashion is P “ P patq where the occasionally binding

constraint is at ” Rn,t ´ 1 ě 0 with

P “ P patq “
expp´wratq

wr
(32)

and chooses a large wr. P patq then has the property

lim
wrÑ8

P patq “ 8 for at ă 0

“ 0 for at ą 0

Thus P patq enforces the ZLB approximately but with more accuracy as wr becomes large.

Stages 3–1 then proceed as before, but we now confine ourselves to a large wr which will

enable Π to be close to unity.

Both the symmetric and asymmetric forms of a ZLB mandate result in a probability

of hitting the ZLB

p “ ppΠ, ρ˚pΠ, wrqq (33)

where ρ˚pΠ, wrq is the optimized form of the rule given the steady state target Π and the

weight on the interest rate volatility, wr.

6.2 Stage 2: Choice of the Steady State Inflation Rate Π

Given a target low probability p̄ and given wr, Π “ Π˚ is chosen so satisfy

ppRn,t ď 1q ” ppΠ˚, ρ˚pΠ˚, wrqq ď p̄ (34)

This then achieves the ZLB constraint

Rn,t ě 1 with high probability 1 ´ p̄ (35)

12This closely follows the approximate form of the ZLB constraint of Woodford (2003) and Levine,
McAdam, and Pearlman (2008).
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where Rn,t is the nominal interest rate.

6.3 Stage 1: Design of the Mandate

The policymaker first chooses a per period probability p̄ of the nominal interest rate hitting

the ZLB (which defines the tightness of the ZLB constraint). Then it maximizes the actual

household intertemporal welfare

Ωt “ Et

«

8
ÿ

τ“0

βτUt`τ

ff

“ Ut ` βp1 ` gq1´σEt rΩt`1s (36)

with respect to wr.

This three-stage delegation game defines an equilibrium in choice variables w˚
r , ρ

˚ and

Π˚ that maximizes the true household welfare subject to the ZLB constraint (35).

In principle a similar constraint applies to the liquidity rule and the constraint that

χm,t P r´1, 1s. But since the optimal steady state studied in Section 4 is close to zero and

far from a boundary the probability of hitting an upper or lower bound is very small and

can be ignored for the liquidity rule.

7 Optimized Liquidity and Interest Rate Rule

This Section presents the main results of our work. Firstly, we provide our estimations

for an optimized liquidity rule alongside an optimized monetary rule subject to the ZLB

constraint that maximizes welfare. Secondly, we decompose the rule and study what is

the welfare gains by considering only separate rule components at the same time. We then

proceed to finding the determinacy regions for the parameters in the liquidity rule. Lastly,

we assess the impulse responses of the optimized rules to a risk shock and a monetary

policy shock compared to the estimated model without the liquidity rule.

7.1 Liquidity Rule and Welfare Optimization

The liquidity rule is given by (19) which we re-parameterize as for the monetary rule as

χm,t “ ρlpχm,t´1 ´ χm,ssq ´ κmtαlπ pΠt ´ Πq

` αll pYt ´ Y q ` αldy pYt ´ Yt´1q

´ αlsp EtrpRKt`1 ´Rt`1q ´ pRK,ss ´Rssqsu (37)
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The Optimized simple rule (with ZLB)

ρ˚
r α˚

π α˚
y α˚

dy α˚
sp ρl˚r αl˚π αl˚y αl˚dy αl˚sp κm Π˚ Ω˚ CEV (%) p zlb w˚

r

0.764 4.045 1.275 4.871 23.303 0.999 12.931 0.014 0.254 37.903 36.590 1.008 -472.148 -0.053 0.010 27

0.980 3.415 3.751 5.048 22.899 0.999 13.529 0.024 0.009 34.862 34.777 1.007 -472.088 -0.037 0.025 5

0.821 4.175 3.049 4.053 22.724 0.999 13.307 0.011 0.003 34.867 34.465 1.005 -472.007 -0.015 0.050 3

The Optimized simple rule (without ZLB)

ρ˚
r α˚

π α˚
y α˚

dy α˚
sp ρl˚r αl˚π αl˚y αl˚dy αl˚sp κm Π˚ Ω˚ CEV (%) p zlb w˚

r

0.937 3.618 3.049 4.1939 23.148 0.997 12.998 0.007 0.002 35.687 34.060 1.000 -471.949 0.000 0.150 0

0.736 19.857 0.109 6.225 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 -472.065 -0.031 0.089 0

Estimated model

ρ˚
r

α˚
π

1´ρ˚
r

α˚
y

1´ρ˚
r

α˚
dy

1´ρ˚
r

α˚
sp

1´ρ˚
r

ρl˚r
αl˚π

1´ρl˚r

αl˚y
1´ρl˚r

αl˚dy
1´ρl˚r

αl˚sp
1´ρl˚r

κm Π˚ Ω˚ CEV (%) p zlb w˚
r

0.713 2.610 0.053 0.204 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.007 -472.337 -0.103 0.007 -

0.713 2.610 0.053 0.204 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 -472.200 -0.066 0.101 -

0.713 2.610 0.053 0.204 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 -472.194 -0.065 0.100 -

Table 4: Welfare Analysis

Given a particular equilibrium for Ct andHt and single-period utility, Ut “ UpCt, Ct´1,Htq

we then compute CEt, the increase in the given by a 1% increase in consumption, by defin-

ing the variable:

CEt ” Utp1.01Ct, 1.01Ct´1{p1 ` gq,Htq ´ Ut

` Et rp1 ` gt`1qβg,t`1CEt`1s

Then we use the deterministic steady state of CEt, CE, to compare welfare outcomes:

for two welfare outcomes. For Table 4 all outcomes are measured relative to the best

available rule which is the one without a ZLB constrain on monetary policy with the

trend (steady state) net inflation at zero (Π “ 1). Thus the consumption equivalent

variation (CEV) as well as ranking different rules measures the welfare cost of imposing

the ZLB the constraint.

Two results stand out from Table 4: first, for the case of optimzed rules without ZLB

considerations, we find a welfare-optimized combination of rules where the welfare benefits

of the liquidity rule outweigh negative effects. Second, both the monetary and liquidity

rules involve a strong response to the interest rate spread.

7.2 Liquidity Rules Decomposition and Welfare

In this section we provide a decomposition of the rule to its different components and

report the welfare value for each of the different specifications. Specifically we look for

the consumption equivalence variations when we activate only one component at a time,

or a combination of the components, and turn off the rest. We ought to provide a more

straightforward policy recommendation on which rule specification increases welfare com-
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paring our model with the liquidity rule to our estimated model without the rule. We find

that when we consider zero lower bound in the model our liquidity rule increases welfare

when the rule responds to all components. The same holds for the case of no zero lower

bound considerations. Deviations from the full rule either provide indeterminacy or large

welfare costs.

For W j
policy and Wno policy, we now define CE ”

W j
policy´Wno policy

CE reported in Table

below. Here Wno policy is the stochastic mean of welfare when the liquidity rule is inactive

and W j
policy the stochastic mean of welfare when a component j of the liquidity rule is

active.

We do this exercise for the case of considering the zero lower bound and for the case

that we do not. We assume that the monitoring ability of the central bank to the banks’

liquidity is equal to 90%. In Appendix F we show that results are qualitatively the same

with a more moderate value of ω equal to 50%, the value used by Gertler and Kiyotaki

(2010).

Table 5 shows our results for the case of a probability 0.01 to hit the zero lower bound.

When we consider all the components of the rule, then the rule increases welfare compared

to the estimated model. When the rule responds only to credit spread or output changes,

then there is indeterminacy. For the cases where our rule responds only to inflation and

inflation together with output there are large welfare losses. These losses indicate that

clearly these rule specifications are not the correct ones for the policymaker to employ.

Table 6 shows the same exercise when there is no a ZLB constraint in the model. The

results are qualitative similar to the ZLB case with the welfare that responds to all variables

being the one that increases welfare.

Rule Targets Welfare Value Consumption Eq. Change

Estimated -472.347 0
Spread Indeterminacy -
Inflation -513.458 -10.985
Output Indeterminacy -
Inf. + Output -484.244 -3.179
All -472.148 0.053

Table 5: Welfare changes under zero lower bound. Notes: probability of hitting the zero lower
bound: 1%; optimal inflation:1.008%

7.3 Determinacy Analysis of the Liquidity Rule

The following Figure depicts the determinacy regions for different pairs of the liquidity

rule parameters; tθy,l, θπ,lu, tθy,l, θsp,lu, tθπ,l, θsp,lu. We choose a grid for each parameter

in a neighbourhood around the optimized values of the liquidity rule parameters found
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Rule Targets Welfare Value Consumption Eq. Change

Estimated -472.194 0
Spread Indeterminacy -
Inflation -511.365 -10.470
Output Indeterminacy -
Inf. + Output -510.393 -10.211
All -471.949 0.067

Table 6: Welfare changes under the assumption of no zero lower bound

in our optimization exercise in the previous subsection. The remaining parameters of the

model are set to their estimated value.

Results are shown in Figure 3. The light grey area depicts the determinacy region

where the darker area the regions were no determinacy occurs. Nota that responses of

output and inflation enter with a negative sign in our liquidity rule while the response to

spread with a positive sign. Therefore a positive value for tθy,l, θπ,lu translates to a negative

response of the rule. Part a. of Figure 3 shows the couple θy,l and θπ,l. As expected, shows

that determinacy is achieved when both parameters take values that close and larger than

zero. Indeterminacy arises for all negative values of the pair with an exception of low

negative values of θy,l and θπ,l. Part b. of the Figure shows the determinacy regions for

the couples θy,l and θsp,l. For all the parameter values of the spread coefficient, when the

output coefficient remains greater than minus one, determinacy is obtained. Finally part

c. shows the couple θsp,lu and tθπ,l. For the biggest part, determinacy is achieved for

positive values of the inflation parameter and values of the spread parameter that exceed

thirty. For values of the spread parameter less than thirty, the inflation coefficient needs

to go into the negative territory.

7.4 Determinacy Analysis of the Interest Rate Rule

Figure 4 shows the determinacy regions for different pairs of the same feedback parameter

as in the previous subsection, this time for the interest rate rule. Namely: tθy, θπu,

tθy, θspu, tθπ, θspu. Again, the grid of the parameter values is in a neighbourhood around

the optimized values of the interest rate rule. The remaining parameters of the model are

set to their estimated value. The light grey area depicts the determinacy region where the

darker area the regions were no determinacy occurs. In the case of the interest rate rule,

determinacy is achieved for all values and all combinations of the parameters. This is at

the same time where liquidity rule is also active.
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Figure 3: Determinacy Analysis for the liquidity rule feedback parameters. Notes: Remain-
ing parameters at their estimated values. The darker area corresponds to the indeterminacy region
while the light grey in the determinacy region

7.5 Impulse Responses

Figures 5 and 6 display the dynamic responses of various variables to an unanticipated

shock in risk, similarly to Christiano et al. (2014), and the monetary policy shock. We

consider two model versions. The first is our estimated model without a liquidity rule

and with the monetary rule taking its estimated values. The second specification is the

estimated model when both a liquidity and a monetary rule are at work taking their

optimized values. The blue line shows the responses under no policy intervention, labelled

as ”Estimated Model” while the yellow dotted line shows the responses of the model when

we consider our optimized policy rules. The optimized coefficients for the monetary and

liquidity rule are set to be the ones that we find welfare optimizing (shown in the next

section).

A shock in the idiosyncratic dispersion of an entrepreneur in our estimated model

specification, as plotted in Figure 5, produces a sharp increase in the default probability

of the entrepreneurs. Credit spread charged by banks increases and banks provide less

credit leading to a reduction in investment and output. In our estimated model, there

is a policy rate drop to accommodate the fall in output and inflation which makes them

gradually return back to their steady state levels.

A liquidity rule that responds to all three variables’ deviations, namely output, inflation

and spread changes, manages to keep the economy close to the steady state level and
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Figure 4: Determinacy Analysis for the interest rate rule feedback parameters. Notes:
Remaining parameters at their estimated values. The darker area corresponds to the indeterminacy
region while the light grey in the determinacy region

alleviate the negative consequences of the shock. Although there is not much of a change

in the default probabilities compared to the estimated model, investment and thus output

do increase due to the stabilizing forces of the two rules. The credit spread remains almost

in its steady state value, similarly to the price of capital. This reduces bank profitability

due to the lower spreads leading to a reduction in banks’ net worth compared to the

estimated specification.

Figure 6 shows the responses to a contractionary monetary policy shock. In our baseline

specification without the liquidity or the optimized interest rate rule, the shock has the

well documented effects on our variables of interest. It is contractionary, banking spread

increases and so does the default probability of the firms. When we activate the optimized

policy for both rules, the effects from the shock are almost muted. This is due to the

optimized interest rate rule. To show this we also plot the responses when only the

optimized liquidity rule is activated and the policy rule takes its estimated values without

responding to spreads.
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Figure 5: Impulse Responses to a Risk Shock.
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Figure 6: Impulse Responses to a Monetary Policy Shock.
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8 Conclusions

This paper has employed a medium-sized NK model estimated by Bayesian methods to

study a combination of interest rate and liquidity rules. The novel feature of the model

is the combination of two financial frictions, one for the bank-household side and one for

the bank-firm side. These are modelled using the frameworks of Gertler and Kiyotaki

(2010) and Bernanke et al. (1999) respectively. The motivation for including both these

features is that the implementation of the liquidity rule is welfare-enhancing for the first

of these frictions but welfare-reducing for the second. The reason for this are that on the

household side liquidity injections by the central bank bypasses the financial friction, but

on the firm side increases the probability of default by firms.

Our main results are first, we find a welfare-optimized combination of rules where the

welfare benefits of the liquidity rule outweigh negative effects. Second both the monetary

and liquidity rules involve a strong response to the interest rate spread. Third, If the

policymaker ignores some components of the liquidity rule the outcome can be very welfare-

reducing and even indeterminate.

The focus of our paper the interaction of conventional monetary policy and liquidity

injections, but our general framework and methodology is well-suited for other dimensions

of policy. This could include macro-prudential and fiscal policy rules and will be the focus

of our future research agenda
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9 Appendix

The structure of the Appendix is as follows. In Section A, we lay out the standard NK

model without financial frictions. In the end of the section we provide the full standard NK

model listing. In Section B, we present in detail the solution of the banker’s problem. Our

model combines the standard NK presented here with our financial frictions framework.

The financial frictions system of equations is presented in Section C.

A The Core NK Model without a Banking Sector

We now develop an NK model with a stationarized RBC model at its core. Now we add

sticky prices and nominal wages. The household sector and its supply of homogeneous is

as in the RBC core. The only difference with the textbook NK model is that households

invest in bank deposits instead of bonds which is usually the investment vehicle in the
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NK model. We therefore focus on the supply side and the modelling of price and wage

stickiness.

A.1 Households

We choose preferences compatible with balanced growth (see King, Plosser, and Rebelo

(1988)). With external habit in consumption, household j has a single-period utility

U jt “

pCjt ´ χCt´1{p1 ` gtqq1´σc exp
´

pσc´1qpHj
t q1`σl

1`σl

¯

´ 1

1 ´ σc
; χ P r0, 1q σl ą 0

Ñ logpCjt ´ χCt´1{p1 ` gtqq ´
pHj

t q1`σl

1 ` σl
as σc Ñ 1

where Ct´1 is aggregate per capita consumption whereas with internal habit we have

U jt “

pCjt ´ χCjt´1{p1 ` gtqq1´σc exp
´

pσc´1qpHj
t q1`σl

1`σl

¯

´ 1

1 ´ σc
; χ P r0, 1q σl ą 0

Ñ logpCjt ´ χCjt´1{p1 ` gtqq ´
pHj

t q1`σl

1 ` σl
as σc Ñ 1

Defining an instantaneous marginal utility by

UC,t “ pCt ´ χCt´1{p1 ` gtqq´σc exp

˜

pσc ´ 1qH1`σl
t

1 ` σl

¸

Then in a symmetric equilibrium he household first-order conditions for external habit

and internal habit respectively are

1 “ Et rRt`1Λt,t`1s

Λt,t`1 “ βg,t`1
λt`1

λt

βg,t “ β p1 ` gtq
´σc

UH,t “ ´Hσl
t pCt ´ χCt´1{p1 ` gtqq´σc exp

˜

pσc ´ 1qH1`σl
t

1 ` σl

¸

UH,t
λt

“ ´Wt

where for external habit and internal habit respectively we have

λt “ UC,t

λt “ UC,t ´ βχEtrUC,t`1s

Parameter σl is referred to by Smets and Wouters (2007) as the labour supply elasticity.
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A.2 Sticky Prices

First we introduce a retail sector producing differentiated goods under monopolistic com-

petition. This sector converts homogeneous output from a competitive wholesale sector.

The aggregate prices in the two sectors are given by Pt and P
W
t respectively and Pt ą PWt

from the mark-up possible under monopolistic competition. The real marginal cost of pro-

ducing each differentiated goodMCt ”
PWt
Pt

. In the RBC model Pt “ PWt soMCt “ 1 and

the marginal cost is constant. In the NK model retailers are locked into price-contracts

and cannot their prices every period. Their marginal costs therefore vary. In periods of

high demand they simply increase output until they are able to change prices.

The retail sectors then uses a homogeneous wholesale good to produce a basket of

differentiated goods for consumption

Ct “

ˆ
ż 1

0
Ctpmqpζ´1q{ζdm

˙ζ{pζ´1q

(A.1)

where ζ ą 1 is the elasticity of substitution. For each m, the consumer chooses Ctpmq at a

price Ptpmq to maximize (A.1) given total expenditure
ş1
0 PtpmqCtpmqdm. This results in

a set of consumption demand equations for each differentiated good m with price Ptpmq

of the form

Ctpmq “

ˆ

Ptpmq

Pt

˙´ζ

Ct

where Pt “

”

ş1
0 Ptpmq1´ζdm

ı
1

1´ζ
. Pt is the aggregate price index. Note that Ct and Pt

are Dixit-Stiglitz aggregators – see Dixit and Stiglitz (1977). Demand for investment and

government services takes the same form, so in aggregate

Ytpmq “

ˆ

Ptpmq

Pt

˙´ζ

Yt

Following Calvo (1983), we now assume that there is a probability of 1 ´ ξp at each

period that the price of each retail good m is set optimally to P 0
t pmq. If the price is not

re-optimized, then it is held fixed.13 For each retail producer m, given its real marginal

costMCt “
PWt
Pt

, the objective is at time t to choose tP 0
t pmqu to maximize discounted real

profits

Et
8
ÿ

k“0

ξkp
Λt,t`k
Pt`k

Yt`kpmq
“

P 0
t pmq ´ Pt`kMCt`k

‰

subject to

Yt`kpmq “

ˆ

POt pmq

Pt`k

˙´ζ

Yt`k (A.2)

13Thus we can interpret 1
1´ξp

as the average duration for which prices are left unchanged.
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where Λt,t`k ” βk
UC,t`k
UC,t

is the (non-stationarized) stochastic discount factor14 over the

interval rt, t` ks. The solution to this optimization problem is

Et
8
ÿ

k“0

ξkp
Λt,t`k
Pt`k

Yt`kpmq

„

P 0
t pmq ´

1

p1 ´ 1{ζq
Pt`kMCt`k



“ 0

Using (A.2) and rearranging this leads to

POt “
1

p1 ´ 1{ζq

Et
ř8
k“0 ξ

k
p
Λt,t`k
Pt`k

pPt`kq
ζ Yt`kMCt`k

Et
ř8
k“0 ξ

k
p
Λt,t`k
Pt`k

pPt`kq
ζ Yt`k

(A.3)

where the m index is dropped as all firms face the same marginal cost so the right-hand

side of the equation is independent of firm size or price history.

By the law of large numbers the evolution of the price index is given by

P 1´ζ
t “ ξpP

1´ζ
t´1 ` p1 ´ ξpqpP 0

t q1´ζ (A.4)

Now define k periods ahead inflation as

Πt,t`k ”
Pt`k
Pt

To ease the notation in what follows we denote Πt “ Πt´1,t and Πt`1 “ Πt,t`1.

We can now write the fraction (A.3)

POt
Pt

“
1

p1 ´ 1{ζq

Et
ř8
k“0 ξ

k
pΛt,t`k pΠt,t`kq

ζ Yt`kMCt`k

Et
ř8
k“0 ξ

k
pΛt,t`k pΠt,t`kq

ζ´1 Yt`k

and (A.4) as

1 “ ξp pΠtq
ζ´1

` p1 ´ ξpq

ˆ

POt
Pt

˙1´ζ

A.3 Price Dynamics

In order to set up the model in non-linear form as a set of difference equations, required

for software packages such a Dynare, we need to represent the price dynamics as difference

equations. .

First we assume a zero-growth steady state so that we do not yet need to stationarize

14We stationarize the model later.
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any variables. Then using the Lemma in that section , price dynamics are given by

P 0
t

Pt
“

Jpt
JJpt

JJpt ´ ξpEtrΛt,t`1Π
ζ´1
t`1JJ

p
t`1s “ Yt

Jpt ´ ξpEtrΛt,t`1Π
ζ
t`1J

p
t`1s “

˜

1

1 ´ 1
ζ

¸

YtMCtMCSt

1 “ ξpΠ
ζ´1
t ` p1 ´ ξpq

ˆ

Jpt
JJpt

˙1´ζ

MCt “
PWt
Pt

“
Wt

FH,t
(A.5)

where (A.5) allows for Pt ‰ PWt . We have also introduced a mark-up shock MCSt to

MCt. Notice that the real marginal cost, MCt, is no longer fixed as it was in the RBC

model.

A.4 Indexing

Prices are now are indexed to last period’s aggregate inflation, with a price indexation

parameter γp. Then the price trajectory with no re-optimization is given by POt pjq,

POt pjq
´

Pt
Pt´1

¯γp
, POt pjq

´

Pt`1

Pt´1

¯γp
, ¨ ¨ ¨. where Yt`kpmq is given by (A.2) with indexing

so that

Yt`kpmq “

ˆ

POt pmq

Pt`k

ˆ

Pt`k´1

Pt´1

˙γp˙´ζ

Yt`k

With indexing by an amount γp P r0, 1s and an exogenous mark-up shock MSt as

before, the optimal price-setting first-order condition for a firm j setting a new optimized

price P 0
t pjq is now given by

P 0
t “

ζ
ζ´1Et

”

ř8
k“0 ξ

k
p
Λt,t`k
Pt`k

MCt`kMSp,t`kYt`k

ı

Et
”

ř8
k“0 ξ

k
p
Λt,t`k
Pt`k

Yt`kpjq
´

Pt`k´1

Pt´1

¯γı .

Price dynamics are now given by

P 0
t

Pt
“

Jpt
JJpt

JJpt ´ ξpEtrΛt,t`1Π̃
ζ´1
t`1JJ

p
t`1s “ Yt

Jpt ´ ξpEtrΛt,t`1Π̃
ζ
t`1J

p
t`1s “

ζ

ζ ´ 1
MCtMSp,tYt

Π̃t ”
Πt

Π
γp
t´1
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1 “ ξpΠ̃
ζ´1
t ` p1 ´ ξpq

ˆ

Jpt
JJpt

˙1´ζ

A.5 Price Dynamics in a Non-Zero-Growth Steady State

Stationarizing Jpt and JJpt as in the RBC model, price dynamics with indexing become

P 0
t

Pt
“

Jpt
JJpt

JJpt ´ ξpEtrp1 ` gt`1qΛt,t`1Π̃
ζ´1
t`1JJ

p
t`1s “ Yt

Jpt ´ ξpEtrp1 ` gt`1qΛt,t`1Π̃
ζ
t`1J

p
t`1s “

ζ

ζ ´ 1
MCtMSp,tYt

Π̃t ”
Πt

Π
γp
t´1

1 “ ξpΠ̃
ζ´1
t ` p1 ´ ξpq

ˆ

Jpt
JJpt

˙1´ζ

A.6 Sticky Wages

To introduce wage stickiness we now assume that each household supplies homogeneous

labour at a nominal wage rate Wh,t to a monopolistic trade-union who differentiates the

labour and sells type Htpjq at a nominal wage Wn,tpjq ą Wh,t to a labour packer in a

sequence of Calvo staggered nominal wage contracts. The real wage is then defined as

Wt ”
Wn,t

Pt
. We now have to distinguish between price inflation which now uses the

notation Πpt ” Pt
Pt´1

and wage inflation, Πwt ”
Wn,t

Wn,t´1
“

WtΠ
p
t

Wt´1
.

As with price contracts we employ Dixit-Stiglitz quantity and price aggregators. Calvo

probabilities are now ξp and ξw for price and wage contracts respectively. The competitive

labour packer forms a composite labour service according toHt “

´

ş1
0Htpjq

pµ´1q{µdj
¯µ{pµ´1q

and sells onto the intermediate firm. where µ ą 1 is the elasticity of substitution. For

each j, the labour packer chooses Htpjq at a wage Wn,tpjq to maximize Ht given total

expenditure
ş1
0Wn,tpjqHtpjqdj. This results in a set of labour demand equations for each

differentiated labour type j with wage Wn,tpjq of the form

Htpjq “

ˆ

Wn,tpjq

Wn,t

˙´µ

Ht (A.6)

where Wn,t “

”

ş1
0Wn,tpjq

1´µdj
ı

1
1´µ

is the aggregate nominal wage index. Ht and Wn,t are

Dixit-Stigliz aggregators for the labour market.

Wage setting by the trade-union again follows the standard Calvo framework supple-
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mented with indexation. At each period there is a probability 1 ´ ξw that the wage is

set optimally. The optimal wage derives from maximizing discounted profits. For those

trade-unions unable to reset, wages are indexed to last period’s aggregate inflation, with

wage indexation parameter γw. Then as for price contracts the wage rate trajectory with

no re-optimization is given byWO
n,tpjq, W

O
n,tpjq

´

Pt
Pt´1

¯γw
, WO

n,tpjq
´

Pt`1

Pt´1

¯γw
, ¨ ¨ ¨. The trade

union then buys homogeneous labour at a nominal price Wh,t and converts it into a differ-

entiated labour service of type j. The trade union time t then choosesWO
n,tpjq to maximize

real profits

Et
8
ÿ

k“0

ξkw
Λt,t`k
Pt`k

Ht`kpjq

„

WO
n,tpjq

ˆ

Pt`k´1

Pt´1

˙γw

´Wh,t`k



where using (A.6) with indexing Ht`kpjq is given by

Ht`kpjq “

˜

WO
n,tpjq

Wn,t`k

ˆ

Pt`k´1

Pt´1

˙γw
¸´µ

Ht`k

and µ is the elasticity of substitution across labour varieties.

This leads to the following first-order condition

Et
8
ÿ

k“0

ξkw
Λt,t`k
Pt`k

Ht`kpjq
”

W 0
t pjq

ˆ

Pt`k´1

Pt´1

˙γw

´
µ

µ´ 1
Wh,t`k

ı

“ 0

and hence by analogy with price-setting, this leads to the optimal real wage

WO
n,t

Pt
“

µ

µ´ 1

Et
ř8
k“0 ξ

k
wΛt,t`k

´

Πwt,t`k

¯ζ
Ht`k

Wh,t`k

Pt`k

Et
ř8
k“0 ξ

k
wΛt,t`k

´

Πwt,t`k

¯ζ ´

Πpt,t`k

¯´1
Ht`k

“
Jwt
JJwt

Then by the law of large numbers the evolution of the wage index is given by

W 1´µ
n,t “ ξw

ˆ

Wn,t´1

ˆ

Pt
Pt´1

˙γw˙1´µ

` p1 ´ ξwqpW 0
n,tpjqq1´µ

A.7 Price and Wage Dynamics

We now apply the analysis of A.3-A.5 to wage dynamics and bring the two forms together.

The model is now stationarized.

Πpt ”
Pt
Pt´1

Π̃pt pγq ”
Πpt

Πγp,t´1

JJpt ´ ξpEtrp1 ` gt`1qΛt,t`1Π̃
p
t`1pγpq

ζ´1JJpt`1s “ Yt
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Jpt ´ ξpEtrp1 ` gt`1qΛt,t`1Π̃
p
t`1pγpq

ζJpt`1s “
ζ

ζ ´ 1
YtMCtMSp,t

1 “ ξpΠ̃
p
t pγpq

ζ´1 ` p1 ´ ξpq

ˆ

Jpt
JJpt

˙1´ζ

POt
Pt

“
Jpt
JJpt

Πwt ”
Wn,t

Wn,t´1
“ p1 ` gtq

ΠtWt

Wt´1
(A.7)

Π̃wt ”
Πwt

pΠpt´1qγw
(A.8)

MRSt “ ´
UH,t
UC,t

“
Wh,t

Pt
(A.9)

JJwt ´ ξwEt

«

Λt,t`1

pΠ̃wt,t`1qµ

Π̃pt,t`1pγwq
JJwt`1

ff

“ Hd,t (A.10)

Jwt ´ ξwEt
”

p1 ` gt`1qΛt,t`1Π̃
µ
w,t`1J

w
t`1

ı

“ ´
µ

µ´ 1
MRStMSw,tHd,t (A.11)

pWn,tq
1´µ

“ ξw

ˆ

pWn,t´1q
1

Π̃pt pγwq

˙1´µ

` p1 ´ ξwq
`

WO
n,t

˘1´µ
ñ

1 “ ξw

˜

Πwt Π̃p,tpγwq

Πpt

¸µ´1

` p1 ´ ξwq

˜

WO
n,tpjq

Wn,t

¸1´µ

(A.12)

WO
t ”

WO
n,t

Wn,t
“
WO
n,t{Pt

Wn,t{Pt
“

Jwt
WtJJwt

(A.13)

Πwt “ p1 ` gtq
ΠtWt

Wt´1
(A.14)

A.8 Capacity Utilization and Fixed Costs of Production

We now add two remaining features to the model. As in Christiano, Eichenbaum, and

Evans (2005) and Smets and Wouters (2007) we assume that using the stock of capital with

intensity ut produces a cost of aputqKt units of the composite final good. The functional

form is chosen consistent with the literature:

aputq “ γ1put ´ 1q `
γ2
2

put ´ 1q2 (A.15)

and satisfies ap1q “ 0 and a1p1q, a2p1q ą 0. Then we must add a term prKt ´ aputqKt to

the household budget constraint on the income side where rKt is the rental rate leading to
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the following first-order condition determines capacity utilization:

rKt “ a1putq (A.16)

Capital now enters the production function as utKt´1.

The final change is to add fixed costs F , necessary to transform homogeneous wholesale

goods into differentiated retail goods. To pin down F we make the assumption that entry

occurs until retail profits are eliminated in the steady state , i.e., PWY W “ PY . It follows

that
PW

P
“ MC “

Y

Y W
“

`

1 ´ F
YW

˘

∆p
(A.17)

It follow that
F

Y W
“ 1 ´ ∆pMC (A.18)

For the zero inflation, MC “ 1 ´ 1
ζ and ∆p “ ∆w “ 1 and therefore F

YW
“ 1

ζ .

A.9 Price and Wage Dispersion

The output and labour market clearing conditions must take into account relative price

dispersion across varieties and wage dispersion across firms. Integrating across all firms,

taking into account that the capital-labour ratio is common across firms and that the

wholesale sector is separated from the retail sector we obtain aggregate demand for inter-

mediate (wholesale) goods necessary to produce final retail goods as

Y W
t ´ F “

ż 1

0

ˆ

Ptpmq

Pt

˙´ζ

dmpCt ` It `Gtq “ ∆p
tYt

where labour market clearing gives total demand for labour, Hd
t , as

Ht “

ż 1

0
Htpjqdj “

ż 1

0

ˆ

Wn,tpjq

Wn,t

˙´µ

dj Hd
t “ ∆w

t H
d
t

where the price dispersion is given by ∆p
t “

ş1
0

´

Ptpfq

Pt

¯´ζ
df and wage dispersion is given

by ∆w
t “

ş1
0

´

Wn,tpjq

Wn,t

¯´µ
dj. We have:

∆p
t “ ξp ` Π̃ζt∆

p
t´1 ` p1 ´ ξpq

ˆ

POt
Pt

˙´ζ

∆w
t “ ξwΠ̃

µ
w,t∆

w
t´1 ` p1 ´ ξwq

˜

WO
n,t

Wn,t

¸´µ
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A.10 Summary of Supply Side

Wholesale, Retail and capital producer firm behaviour is given by

Wholesale Production : Y W
t “ pAtH

d
t qαK1´α

t´1

Retail Aggregate Production : Yt “
Y W
t ´ F

∆p
t

Aggregate Employed Labour : Hd
t “

Ht

∆w
t

Labour Demand : Wt “
PWt
Pt

FH,t “
PWt
Pt

αY W
t

Hd
t

Capital Demand : rKt “
PWt
Pt

FK,t “
PWt
Pt

p1 ´ αqY W
t

Kt´1

where Kt is end-of-period rt, t ` 1s capital, Wt is the wage rate of the composite differ-

entiated labour orovided by the labour packer (trade-union) and ∆p
t and ∆w

t are price

dispersion and wage dispersion (defined below), rKt is the rental net rate for capital and

we have imposed labour demand equal to labour supply in a labour market equilibrium.

Production is assumed to be Cobb-Douglas.

Capital accumulation with investment adjustment costs carried out by capital goods

producers is given by

Kt “ p1 ´ δqKt´1 ` p1 ´ SpXtqqItISt

Xt ”
It
It´1

SpXtq “ φXpXt ´ 1 ´ gq2

S1pXtq “ 2φXpXt ´ 1q

QtIStp1 ´ SpXtq ´XtS
1pXtqq ` Et

“

Λt,t`1Qt`1ISt`1S
1pXt`1qX2

t`1

‰

“ 1

where It, and Qt are investment and the real price of capital respectively. ISt is a capital

specific shock process. SpXtq are investment adjustment costs equal to zero in a balance

growth steady state with output, consumption, capital, investment and the real wage

growing at a rate g.

Then this completes the supply side with price and wage dynamics and dispersion as

given in sections A.7 and A.9.
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A.11 Capital Return and Expected Spread

The gross return on capital by

RKt “

„

rKt ` p1 ´ δqQt
Qt´1



Then in the absence of financial frictions including the risk-premium shock RPSt we

have arbitrage between discounted returns on capital and deposits given by

EtrΛt,t`1R
K
t`1s “ EtrΛt,t`1Rt`1s “ 1

In the main model, where we include financial frictions, we have

EtrΛt,t`1R
K
t`1s ‰ EtrΛt,t`1Rt`1s “ 1

A.12 The Monetary Rule and Output Equilibrium

The nominal interest rate is given by one of the following Taylor-type rules

log

ˆ

Rn,t
Rn

˙

“ ρr log

ˆ

Rn,t´1

Rn

˙

` p1 ´ ρrq
”

θπ log

ˆ

Πt
Π

˙

` θy log

ˆ

Yt
Y

˙

` θdy log

ˆ

Yt
Yt´1

˙

ı

` εMPS,t

where εM,t is a monetary policy shock process. θπ and θy are the long-run elasticities of the

inflation and output respectively with respect to the interest rate. The “Taylor principle”

requires θπ ą 1. The conventional Taylor rule stabilizes output about its flexi-price level

which is that found by solving the RBC core of this model or simply allowing the contract

parameter ξp to tend to zero. Unlike the implementable form, this requires observations

of the output gap Yt
Y Ft

to implement and monitor.15 The output equilibrium is given by

Yt “ Ct `Gt ` It

A.13 Full NK Model Listing

The full model in stationarized form is given by:

A.14 Dynamic Model

g “ ḡ

15Technically this should pose no problems in a perfect information rational expectations equilibrium,
but the rationale for ‘simple rules’ is to have policies that are easy to observe without relying on the perfect
information solution.
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βg,t “ β p1 ` gtq
´σc

Ut “
pCt ´ χCt´1{p1 ` gtqq1´σc exp

´

pσc´1qpHtq1`σl

1`σl

¯

´ 1

1 ´ σc

CEt “

p1.01pCt ´ χCt´1{p1 ` gtqqq1´σc exp
´

pσc´1qpHtq1`σl

1`σl

¯

´ 1

1 ´ σc
´ Ut

` Etrp1 ` gt`1q βg,t`1CEt`1s

Ωt “ Ut ` β Etrp1 ` gq
1´σc exp pp1 ´ σcq εAtrend,t`1q Ωt`1s

UCt “ pCt ´ χCt´1{p1 ` gtqq´σc exp

˜

pσc ´ 1qH1`σl
t

1 ` σl

¸

UHt “ ´Hσl
t pCt ´ χCt´1{p1 ` gtqq´σc exp

˜

pσc ´ 1qH1`σl
t

1 ` σl

¸

λt “ Etrβg,t`1Rt`1sRPSt λt`1

λt “ UC,t ´ χEtrβg,t`1UC,t`1s

´UHt
λt

“ Wh,t

Rt “
Rn,t´1

Πt

Yt “
Y W
t ´ F

∆p
t

Hd,t “
Ht

∆w
t

Y W
t “ pHd,tAtq

α

ˆ

Kt´1

1 ` gt

˙1´α

RKt “

˜

YWt p1´αqMCt
Kt´1
1`gt

` p1 ´ δq Qt

¸

Qt´1

Λt´1,t “
βg,t λt
λt´1

1 “ Qt
`

1 ´ St ´Xt S
1
t

˘

` EtrΛt,t`1Qt`1 S
1
t`1 pXt`1q2s

αMCt Y
W
t

Ht
“ Wt

MCt “
PWt
Pt

Kt “

ˆ

p1 ´ Stq It `
Kt´1 p1 ´ δq

1 ` gt

˙

Xt “
p1 ` gtq It

It´1

St “ φX pXt ´ 1 ´ gq
2

S1
t “ 2φX pXt ´ 1 ´ gq
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1 “ Λt,t`1R
K
t`1 “ 1

Yt “ Ct ` It `Gt

Yt “ JJpt ´ Etrp1 ` gt`1q Λt,t`1 Π̃
ζ´1
t`1 JJ

p
t`1s

ζ

ζ ´ 1
YtMCtMCSt “ Jpt ´ Et

”

p1 ` gt`1q Λt,t`1 Π̃
ζ
t`1 J

p
t`1

ı

Λt,t`1 “
βg,t`1UC,t`1

UC,t

Π̃t “
Πt

Π
γp
t´1

POt “
Jpt
JJpt

1 “ Π̃ζ´1
t ` p1 ´ ξpq pPOt q1´ζ

∆p
t “ ξp Π̃

ζ
t ∆

p
t´1 ` p1 ´ ξpq pPOt qp´ζq

Πwt “ Πt
Wtp1 ` gtq

Wt´1

Π̃wt “
Πt
Πγwt´1

Ht “ JJwt ´ Et

«

Λt,t`1 ξw pΠ̃wt`1qµw

Π̃t`1pγwq
JJwt`1

ff

µw
µw ´ 1

Wh,tHtMRSSt “ Jwt ´ Etrp1 ` gt`1qΛt,t`1 ξw pΠ̃wt`1qµw Jwt`1s

WO
t “

Jwt
Wt JJwt

1 “ ξw

˜

Πwt Π̃tpγwq

Πt

¸µw´1

` p1 ´ ξwq pWO
t q1´µw

∆w
t “ ξw pΠ̃wt qµw ∆w

t´1 ` p1 ´ ξwq pWO
t q´µw

Invmarkupt “
Wh,t

Wt

log

ˆ

Rn,t
R̄n

˙

“ ρr log

ˆ

Rn,t´1

R̄n

˙

` p1 ´ ρrq
´

θπ log

ˆ

Πt
Π̄

˙

` θy log

ˆ

Yt
Ȳ

˙

` θdy log

ˆ

Yt
Yt´1

˙

¯

` logpMPStq

with AR(1) processes for At, Gt, MCt, MRSSt, ISt, MPSt and RPSt.

A.15 Balanced Growth Steady State

With non-zero steady state growth, the steady state for the rest of the system is the

same as the zero-growth RBC model except for the following relationships: for particular

steady state inflation rate Πp “ Πw ą 1 the NK features of the blanced growth steady
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state become:

Rn “ ΠR

Π̃ppγq ” Π1´γ

PO

P
“

Jp

JJp
“

˜

1 ´ ξpΠ̃ppγpq
ζ´1

1 ´ ξp

¸
1

1´ζ

MC “
PW

P
“

ˆ

1 ´
1

ζ

˙

Jpp1 ´ βp1 ` gqξpΠ̃ppγpq
ζq

Hpp1 ´ βp1 ` gqξpΠ̃ppγpqζ´1q

“ Inverse of price mark-up

∆p “
1 ´ ξp

1 ´ ξpΠ̃ppγpqζ

ˆ

Jp

JJp

˙´ζ

and for wage dynamics

WO

W
“

Jw

JJw

W
P

“

˜

1 ´ ξwΠ̃ppγwqµ´1

1 ´ ξw

¸
1

1´µ

Jw

JJw
“ MSw

Wh

P

p1 ´ βξwp1 ` gqΠ̃ppγwqµ´1

p1 ´ βξwΠ̃ppγwqµq

i.e.,
Wh
P
W
P

“

ˆ

1 ´
1

µ

˙ Jw

JJw

W
P

p1 ´ βξwΠ̃ppγwqµ

p1 ´ βξwp1 ` gqΠ̃ppγwqµ´1q

“ Inverse of wage mark-up

∆w “
1 ´ ξw

1 ´ ξwΠ̃ppγwqµ

˜

Jw

JJw

W
P

¸´µ

B The Banker’s Problem Solution

The solution is assumed to take the form

Vt “ EtrΛt,t`1Ωt`1nB,t`1s (B.19)

We write the Bellman equation as

Vt´1 “ max
lt,mt

Et´1Λt´1,trp1 ´ σBqnt ` σBVts

“ max
lt,mt

Et´1Λt´1,trp1 ´ σBqnt ` σBEtpΛt,t`1nt`1qs (B.20)

where corresponding to (15)

EtpΛt,t`1nt`1q “ EtrΛt,t`1pRt`1nt ` pRBt`1 ´Rt`1qlt ´ pRMt`1 ´Rt`1qmtqs
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This is subject to the condition that Vt ě θrlt ´ ωmts, which implies the constraint

EtΛt,t`1Ωt`1rRt`1nB,t ` pRBt`1 ´Rt`1qlt ´ pRMt`1 ´Rt`1qmtqs ě θplt ´ ωmtq (B.21)

If EtΛt,t`1Ωt`1rpRBt`1 ´ Rt`1qlt ` pRMt`1 ´ Rt`1qmtqs ă θplt ´ ωmtq, then maximization

takes place if and only if the constraint binds, so that the solution is:

lt “
EtrΛt,t`1Ωt`1Rt`1s

θ ´ EtrΛt,t`1Ωt`1pRBt`1 ´Rt`1qs
nB,t `mt

pθω ´ EtrΛt,t`1Ωt`1pRMt`1 ´Rt`1qs

θ ´ EtrΛt,t`1Ωt`1pRBt`1 ´Rt`1qs
.

(B.22)

The arbitrage condition between the interest rates implies the following relation:

EtrΛt,t`1Ωt`1pRMt`1 ´Rt`1qs “ ωEtrΛt,t`1Ωt`1pRBt`1 ´Rt`1qs. (B.23)

Substituting this to B.22 it simplifies to:

lt “
EtrΛt,t`1Ωt`1Rt`1s

θ ´ EtrΛt,t`1Ωt`1pRBt`1 ´Rt`1qs
nB,t ` ωmt. (B.24)

Substituting B.24 to the terminal wealth:

Vt “ EtntrpEtrΛt,t`1Ωt`1pRBt`1 ´Rt`1qp
EtrΛt,t`1Ωt`1Rt`1s

θ ´ EtrΛt,t`1Ωt`1pRBt`1 ´Rt`1qs
qq ` EtΛt,t`1Ωt`1Rtqs

and the Bellman equation becomes

Vt´1 “ max
lt,mt

Et´1Λt´1,trp1 ´ σBqnt ` σBVts

“ p1 ´ σBqnB,t ` σBnB,ttEtΛt,t`1Ωt`1pRBt`1 ´Rt`1q

˜

EtΛt,t`1Ωt`1Rt`1

θ ´ EtΛt,t`1Ωt`1pRBt`1 ´Rt`1q

¸

` EtpΛt,t`1Ωt`1Rtqu

It follows that

Ωt “ p1´σBq`σBrpEtΛt,t`1Ωt`1pRBt`1´Rt`1q

˜

EtrΛt,t`1Ωt`1Rt`1s

θ ´ EtrΛt,t`1Ωt`1pRBt`1 ´Rt`1qs
q

¸

`EtΛt,t`1Ωt`1Rtqs

(B.25)

Equivalently, defining for banks the maximum adjusted leverage

φBt “ plt ´ ωmtq{nB,t (B.26)

we can rewrite this last equation as

Ωt “ 1 ´ σB ` σBθφ
B
t . (B.27)

52



C Financial Frictions Model Listing

In this section we describe the system of equations of the financial frictions part of the

model. The stationarized form can be summarized as:

EtrRKt`1s “ Etrρpψ̄t`1qRBt`1s

p1 ` gtqNE,t “ pσE ` ξEqp1 ´ Γpψ̄tqqRKt Qt´1Kt´1

φt “
pφt ´ 1qEt

“

RBt`1

‰

Et
“

RKt`1

“

Γpψ̄t`1q ´ µGpψ̄t`1q
‰‰

φt “
QtKt

NE,t

ρpψ̄t`1q “
Γ1pψ̄t`1q

“

pΓpψ̄t`1q ´ µGpψ̄t`1qqΓ1pψ̄t`1q ` p1 ´ Γpψ̄t`1qqpΓ1pψ̄t`1q ´ µG1pψ̄t`1qq
‰

Lt “ QtKt ´NE,t

ψ̄t “
Rl,t´1Lt´1

RKt Qt´1Kt´1

1

Πt

RKt “
rKt ut ´ αputq ` p1 ´ δqQt

Qt´1

rKt “
p1 ´ αqPWt Y W

t

ut´1Kt´1{p1 ` gtq

Lt “ φBt NB,t ` ωMt

φBt “
EtrΛt,t`1Ωt`1Rt`1s

θ ´ Ωt`1EtΛt,t`1rRBt`1 ´Rt`1s

Ωt “ 1 ´ σB ` σBθφ
B
t

NB,tp1 ` gtq “ pσB ` ξBqRBt Lt´1 ´ σBpRtDt´1 `RMt Mt´1q

Dt “ Lt ´NB,t ´Mt

EtrΛt,t`1Ωt`1pRMt`1 ´Rt`1qs “ ωEtrΛt,t`1Ωt`1pRBt`1 ´Rt`1qs

levert “
Lt

NB,t `Mt

Tt “ Gt `Mt ´Rm,tMt´1

Mt “ χm,tLt

Yt “ Ct ` CE,t `Gt ` It ` µGpψ̄tqqRKt Qt´1Kt´1{p1 ` gtq ` αputqKt´1{p1 ` gtq

p1 ` gtqCE,t “ p1 ´ σEqp1 ´ ξEqp1 ´ Γpψ̄tqqRKt Qt´1Kt´1
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D Steady State Derivations

D.1 Steady State of the Bankers Problem

I begin by finding the steady state of the financial sector variables and then I proceed

with the real sector variables. A method that simplifies the calculations is to divide all

variables in the bankers’ problem over the loans (L) and in the entrepreneurs’ problem

over the capital K. Firstly, I show the steady state values for Q,R,Λ. From the capital

producers problem we have that Q “ 1 and from the Euler equation, we have that R “ 1
βg

and Λ “ βg.

The goal here is to have two equations with unknowns the bank leverage (φB) and the

interest rate on loans (RB). The incentive constraint of the bank in steady state is

L “ φBNB ` ωM, (D.28)

where M “ χmL Ñ M
L “ χm By dividing (D.28) over loans we have L

L “ φB pNBq

L ` ωML .

Rearranging terms :
NB

L
“

1

φB
p1 ´ ωχmq.

From the bank’s balance sheet constraint we have D “ L´N ´M . Dividing over L:

NB

L
“ 1 ´

D

L
´ χm. (D.29)

The bank’s net worth is NBp1`gq “ pσB `ξBqpRBLq ´σBpRD`RMMq. Again dividing

over L and rearranging terms, yields:

NB

L
“

1

1 ` g
rpσB ` ξBqRB ´ σBpR

D

L
`RMχms. (D.30)

Substituting (D.29) in (D.30) and using R “ 1{βg we have

NB

L
“ pσB ` ξBqpRBq ´ σBp

1

βg
p1 ´

N

L
´ χmq `RMMq

Rearranging terms and substituting RM “ ωRB ` p1 ´ ωqR

NB

L
“

pσB ` ξBqRB ´ σB{βg ` ωσBχmpR ´RBq

1 ` g ´ σB{βg
“

1

φB
p1 ´ ωχmq.

So we get the first equation for the steady state leverage,

φB “
p1 ` g ´ σB{βqp1 ´ ωχmq

pσB ` ξqRB ´ σB{β ` ωσBχmpR ´RBq
(D.31)
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Now I turn in finding the steady state value of the leverage using the definition of

leverage. We know that

φB “
νd,j

θ ´ spread

We also know that νd “ ΛΩR “ βΩ 1
β “ Ω After substituting νd, the leverage (φB)

becomes

φB “
Ω

θ ´ ΛΩpRB ´Rq

. Rearranging terms and substituting Ω given by

Ω “ p1 ´ σBq ` σBφBθ

the leverage yields:

φB “
p1 ´ σBq ` σBφBθ

θ ´ pp1 ´ σBq ` σBφBθqpβRB ´ 1q
(D.32)

being the second equation in the system. Hence, we have 2 equations (D.31, D.32) and

2 unknowns pφB, RBq. After solving this system it is straightforward to find (NL ,
D
L ).

D.2 Steady State of the Entrepreneurs’ Problem

Here the solution strategy is the same with the bankers’ problem. We find two equations

with only unknowns the entrepreneurial leverage (φE) and the return on capital (RK).

φE “
QK

NE

Rearranging,

NE

K
“

1

φE

From, the entrepreneur’s net worth equation, NEp1` gq “ pσE ` ξEqp1´Γpψ̄qqQKRk we

get the entrepreneurial net worth in steady state. Dividing with capital and substituting

Q “ 1 we have:
NE

K
“

1

p1 ` gq
pσE ` ξEqp1 ´ Γpψ̄qqRk.

From entrepreneurs balance sheet constraint L “ QK ´NE , dividing with Kss we have

NE

K
“ 1 ´

L

K
“

1

φE
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Hence and using the fact that RK “ ρpψqRB,

φE “
1 ` g

pσE ` ξEqp1 ´ Γpψ̄qqρpψqRB
(D.33)

which is the first equation for the system.

From the Zero Profit Condition , solving for φE we get

φE “ ´
RB

RKpΓpψ̄q ´ µGpψ̄qq ´RB
.

Substituting again:

φE “ ´
RB

ρpψ̄q

β pΓpψ̄q ´ µGpψ̄qq ´RB
(D.34)

yields the second equation for the system.

We have 2 equations (D.33, D.34) and 2 unknowns (ψ̄, φE). Since we know the distri-

bution of ψ we can solve the system. After solving the system and have a value for ψ, φE ,

we find Rk from (RK “ ρRB) since we know ψ̄ and R. We have four equations, two for

the bank’s problem and two for the entrepreneur with all the distribution equations for

ρ,ψ,Gpψq etc. These are solved by the function SS formal fct.m To find RL we go to the

only equation that has it:

RL “ ψ̄RKQ
K

L
.

We then know
K

L
“

1

1 ´ 1
φE

“
φE

φE ´ 1

D.3 Steady State of the Real Sector

Having solved for the financial sector, it’s straightforward to find the steady values for the

real economy. The interest rate on capital yields RK “ rK ` 1 ´ δ. We can calculate rK

since we know all the other variables. Solve for L{K:

Hd

K
“

ˆ

1

1 ` g

˙ ˆ

u ˚ rK
p1 ´ αqPWP

˙
1
α

From the law of motion for capital, we have

I

K
“
δ ` g

1 ` g
(D.35)
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From the entrepreneur’s consumption equation we get

CE

K
“ p1 ´ σEqp1 ´ ξEqp1 ´ Γpψ̄qqqRk,ssQ{p1 ` gq (D.36)

since we know everything. The resource constraint of the economy in steady state yields

Y “ C ` I ` G ` µGpψ̄tqRkQK. Let’s name gy the steady state fraction of government

spending relative to output (η “ G{Y ). Using the production function,

C “ L1´αKα ´ δK ´ gyL
1´αKα ´ CE ´ µGpψ̄tqRkQK

Y

K
“

pH{Kp1 ` gqqα

p1 ` F q∆P

Rearranging terms we get :

C

K
“ p1 ´ gyqp

Y

K
q1´α ´

I

K
´
CE

K
´ µGpψ̄tqRkQ (D.37)

Y {C “
Y {K

C{K
.

Finally we have:

W “
PW

P
α

ˆ

Hd

Kp1 ` gq

˙pα´1q

and

W h “ W ˚ Invmarkup

To find C and Hd we need the labour FOC and the equations therein. We put alto-

gether in a function SS formal realsector fct.m with inputs W and Y {C. The system

is

• UC

• UH

• labour FOC

• C “
YW {∆P
Y {C

• lam

• W equation solved wrt Hd

Finally, knowing L and Y
K from the production function we find the capital. Hence,

having capital, by reverse engineering we can find the values for (I, C,CE , Y ) from the
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equations (D.35, D.36, D.37) respectively. We know from the entrepreneur problem that

L

K
“ 1 ´

NE

K
“ 1 ´

1

φE

Since we know φE and the capital in steady state we now can find the value for Lt and by

the same method we can find (D,Nb, Ne).

E Impulse Responses to Remaining Structural Shocks
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Figure 7: Impulse Responses to a Marginal Cost Shock Shock
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Figure 8: Impulse Responses to a Technology Shock

59



10 20 30 40

Quarters

-4

-3

-2

-1

0

%
 d

e
v
 f

ro
m

 S
S

10-3 Output       

10 20 30 40

Quarters

0

0.5

1

1.5

%
 d

e
v
 f

ro
m

 S
S

10-3 Consumption  

10 20 30 40

Quarters

0

1

2

3

4

5

%
 d

e
v
 f

ro
m

 S
S

10-3 Investment   

10 20 30 40

Quarters

0

5

10

15

20

%
 d

e
v
 f

ro
m

 S
S

10-4 Tobin's Q    

10 20 30 40

Quarters

-5

0

5

10

%
 d

e
v
 f

ro
m

 S
S

10-3 NW Bank      

10 20 30 40

Quarters

-15

-10

-5

0

%
 d

e
v
 f

ro
m

 S
S

10-4 Credit Spread

10 20 30 40

Quarters

-10

-5

0

5

%
 d

e
v
 f

ro
m

 S
S

10-5 Default Prob.

10 20 30 40

Quarters

0

0.005

0.01

%
 d

e
v
 f

ro
m

 S
S

Liquidity    

10 20 30 40

Quarters

-15

-10

-5

0

%
 d

e
v
 f

ro
m

 S
S

10-4 Policy Rate  

Estimated Model

Optimized Policy

Figure 9: Impulse Responses to a Government Spending Shock
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F Welfare Decomposition for Low Monitoring Ability

In the two following tables, we calculate the consumption equivalence variations for dif-

ferent components of the liquidity rule when the parameter ω is equal to 50%. We choose

this number as a more moderate value for the monitoring parameter of the banking sys-

tem. Given the low effectiveness of the liquidity in the bank’s constraint, the liquidity

rule becomes welfare reducing for all but one of its components in the case of no ZLB

consideration.

Rule Targets Welfare Value Consumption Eq. Change

No Policy -472.347 0
Spread Indeterminacy -
Inflation -523.364 -13.632
Output Indeterminacy -
Inf. + Output -488.806 -4.398
All -472.171 0.047

Table 7: Welfare changes under zero lower bound. Notes: probability of hitting the zero lower
bound:0.01; optimal inflation:1.008 ; ω “ 50%

Rule Targets Welfare Value Consumption Eq. Change

No Policy -472.199 0
Spread Indeterminacy -
Inflation -519.844 -12.737
Output Indeterminacy -
Inf. + Output -518.770 -12.450
All -471.981 0.057

Table 8: Welfare changes under the assumption of no zero lower bound Notes: ω “ 50%
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